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0.2 Abstract

This dissertation proposes a new approach to case. It unifies its syntax, mor-
phology and semantics in a simple, fine-grained and restrictive picture.

One of the assumptions frequently made in works on case is that cases
such as nominative and accusative are not primitive entities, but they are
each composed of various features. The central hypothesis of this dissertation
is that these features are universal, and each of them is its own terminal node
in the syntactic tree. Individual cases thus correspond to phrasal constituents
built out of these terminals.

The idea that syntactic trees are built by Merge from individual atomic
features is one of the core principles of a cartographic approach to syntax
pursued by M. Starke: Nanosyntax. Hence “The nanosyntax of case.”

I motivate the approach on the material of case syncretism. I propose a
hypothesis according to which case syncretism across various languages obeys a
single restrictive template. The template corresponds to a cross-linguistically
fixed sequence of cases, in which only adjacent cases show syncretism. In
order to derive this, I argue that case features are syntactic heads, ordered in
a universal functional sequence.

If this is so, it follows that these sub-morphemic features interact with core
syntactic processes, such as movement. The prediction is borne out: the in-
teraction of (phrasal) movement and the fine-grained syntactic representation
derives a typological generalization concerning cross-linguistic variation in the
amount of case marking (Blake’s hierarchy).

Additional facts fall out from the picture: the role of functional preposi-
tions, prepositional syncretism, case compounding, and preposition stacking.

I further investigate in detail the spell out of these highly articulate struc-
tures. I follow Starke (2005) and propose that individual morphemes spell out
phrasal constituents of varying size, and that their insertion is governed by the
Superset Principle. I argue that phrasal spell out is both empirically required,
and theoretically beneficial: it simplifies the overall architecture of grammar.
In particular, there is no part left to play for a separate morphological struc-
ture.

With the proposal in place, I observe that there are generalizations which
connect the proposed representation and the DP external syntax. To account
for this, I adopt the Peeling theory of movement (Starke 2005). The theory
says that arguments are base-generated with a number of case projections on
top of them, and they strand these projections when they move up in the tree.
The theory is shown to capture the initial observations, as well as additional
generalizations: Burzio’s generalization among them.

The resulting theory does not introduce any domain specific tools to ac-
count for case: its representation corresponds to a binary syntactic structure,
its computation corresponds to syntactic movement.



0.3 Abbreviations

ABL
ABS
ACC
AGR
AL
BEN
CoM
DAT
DEF
DEM
ERG
F(EM)
GEN
INAL
INIT
INS

LOC
M(ASC)

NEG
N(EUT)
NOM
NUM
OBL

PART
PAST

PF

PL

PREP
PRES
SPEC.ART
SG

SUBJ

\%

adjective
ablative
absolutive
accusative
agreement
alienable
benefactive
comitative
dative
definite
demonstrative
ergative
feminine
genitive
inalienable
initial
instrumental
case

locative
masculine
noun
negation
neuter (gender)
nominative
numeral
oblique (case)
preposition
partitive

past
perfective
plural
prepositional
present
specific article
singular
subject

verb
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Chapter 1

The nanosyntax of case: an
outline

My path begins by looking at syncretism, one of the pervasive features en-
countered in the domain of case (see, e.g., Baerman et al. 2005). The goal is
to show that syncretism is restricted (e.g., nominative is not syncretic with in-
strumental), and develop a theory of syncretism which allows for the attested
patterns and rules out the unattested ones. The theory I end up with has
interesting consequences for the syntax and semantics of case. These conse-
quences are investigated throughout the rest of the dissertation. The aim of
the first chapter is to develop the basic proposal and give an idea what the
predictions of the model are.

1.1 Syncretism and its limits: the Univer-
sal Adjacency

Syncretism arises when two distinct cases have the same form. Consider the
following examples from Modern Greek:

(1) Syncretism

a. o maxiti-s NOM
the.NOM fighter-NOM
‘the fighter, nom’

b. t-on maxiti-0 ACC
the-Acc fighter-acc
‘the fighter, acc’

c. t-u maxiti-0 GEN
the-GEN fighter-GEN
‘the fighter, gen’
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What we can observe here is that the shape of the noun maziti- is the same
for the accusative and the genitive: maxiti-¢J. In other words, genitive and
accusative are syncretic. It is traditionally understood that there exists an
underlying distinction between the AcC and the GEN, but this distinction is
not reflected by the noun ‘fighter.” I understand syncretism in this traditional
sense as well.

The existence of an underlying distinction between (1b) and (1c) is sup-
ported by two facts. First, the definite article in Modern Greek agrees with
the head noun in gender, number and case. Since the definite article is dif-
ferent in (1b) and (1c), it means that the distinction between accusative and
genitive must be accessed by agreement, despite the fact that the noun maxiti
‘fighter’ does not reflect the distinction on its sleeve.

Second, nouns which belong to a different inflection class than ‘fighter’
show the distinction overtly:

(2) a. o anthrop-os NOM

the.NOM human-NOM
‘the fighter, nom’

b. t-on anthrop-o ACC
the-AcC human-Acc
‘the fighter, acc’

c. t-u anthrop-u GEN
the-GEN human-GEN
‘the fighter, gen/dat’

Thus, I take syncretism to be a surface conflation of two distinct morphosyn-
tactic structures. What is the mechanism underlying syncretism? The plan is
to gain insight into this question by investigating restrictions on syncretism.
To establish what the restrictions are, let me then look at syncretisms in
Modern Greek for a little longer. (The description of Modern Greek draws
on Alexiadou and Miiller 2005 and Johnston 1996.) As we have seen, Modern
Greek has three cases: nominative, accusative and genitive.! Out of four
logically possible syncretisms, only three are attested. The first column shows
syncretism of NOM — ACC, the second column of ACC — GEN, and the third

'Modern Greek has also a vocative case. Vocatives are often ignored in theoretical
approaches to case, and I ignore them here too. The reason vocatives are traditionally
not, incorporated into the description is because case is understood as a means by
which languages mark the dependency of a noun on the governing expression (verb,
preposition, adjective). Vocatives do not fit in that conception, because rather than
expressing dependency, they are a form of an address. While I do not endorse this
explanation without qualifications, I follow the tradition in not including vocatives.

Note though that Johnston (1996) does include vocatives in his sample, and inte-
grates them successfully into a version of the overall picture which I end up adopting
here.
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column shows an indeclinable noun, where all cases fall together. What is
missing is the last column: a NOM — GEN syncretism.

(3) Syncretism in Modern Greek

maxit (fighter, pl.) maxit, (fighter, sg.) alpha not attested

NOM | maxit-es maxit-i-s alpha A
ACC | maxit-es maxit-i-0 alpha B
GEN  maxit-on maxit-i-0 alpha A

Both the attested and the unattested syncretisms in Modern Greek can
be expressed as a total linear ordering of cases: NOM — ACC — GEN.2 In
this ordering, only adjacent cases show syncretism. I state this as (4). The
statement rules out the option that NOM and GEN are syncretic “across” the
Acc. It does not rule out the syncretism of all three cases (‘alpha’), because
there is no skipping across a case.

(4) Syncretism in Modern Greek: Syncretism in Modern Greek targets
contiguous regions in the sequence NOM — ACC — GEN.?

It has been proposed in the literature that such an adjacency constraint is
not specific to Greek, but it holds for case paradigms quite generally (see in
particular McCreight and Chvany 1991, Johnston 1996). I will call the gener-
alization which emerges from their work Case Contiguity, or just Contiguity
for short:

(5) (Case) Contiguity: In a given language, syncretism in case targets
contiguous regions in a sequence which is fixed for that language.

Contiguity restricts quite severely the logical possibilities. To evaluate its
predictive power in abstract terms, consider a language which has four cases,
ordered in the sequence nominative — accusative — genitive — dative (or the
reverse). The hypothesis then restricts the space of possible syncretisms, as
depicted in the table (6). (Syncretisms marked by shading.)

(6) Predictions of Case Contiguity

2Bobaljik (2007) observes something similar for root suppletion in the sequence
positive — comparative — superlative. His work served as a source of inspiration for
the proposal to be developed, together with M. Starke’s work on -ed/-en allomorphy
in English participles. Directly relevant is also the work of Pantcheva (2008a). See
also Vangsnes (2008).

3The reverse order (GEN — ACC — NOM) leads to an equivalent statement. I put
nominative first for reasons that will become clear later.
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NOM ACC GEN DAT

possible
possible
possible
possible
possible
possible
*

* X K X

The allowed syncretisms form contiguous regions within a paradigm, the dis-
allowed ones do not. There are 6 syncretisms which are allowed, and 5 which
are not allowed.

The more cases a language has, the more severe the constraint looks. That
is because the logical possibilities grow exponentially, but the allowed syn-
cretisms grow linearly. For instance, in a system with 6 cases, there are 57
possible syncretisms. Out of these, Case Contiguity allows only 15. (7) gives
formulas for counting, n denotes the number of cases in the system.

(7) Syncretisms in a system with n cases
a.  Possible syncretisms: 2" — (n+1)
b.  Contiguous syncretisms: 1 + 2 + ... 4+ (n-1)

As the next empirical illustration, consider Ancient Greek of the period before
100BC (the discussion draws on Johnston 1996:§2.2.7).* In the neuter gender
of all numbers, nominative and accusative are always the same. In the dual
number, genitive and dative are always the same. These are syncretisms which
target large classes of items. Apart from that, there is a small class of nouns
where the accusative is identical to the genitive. These facts reveal the con-
nection of the nominative to the accusative, of the latter to the genitive, and
of the genitive to the dative. This inevitably leads to the ordering of cases as
given in NOM — ACC — GEN — DAT (or its reverse). The results are summarized
in the table (8) below, where I mark the attested patterns by a thicker gray
shade.

(8) Ancient Greek

4Ancient Greek also has vocative case. Vocatives, as mentioned above, are ignored
throughout this dissertation.
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NOM ACC GEN DAT
neuter _
not attested
not attested

s mouns —

not attested
du —
not attested
not attested
not attested
not attested
not attested

The number of attested syncretisms does not exhaust the allowed possibilities,
which is due to the fact that syncretism in Ancient Greek does not conflate
more than two cases. This can be seen in other languages too, but it is a
relatively weak tendency. What is crucial, no disallowed syncretism (below
the line) occurs.

While Contiguity is a step in the right direction, it is still not restrictive
enough. The main problem is that it does not capture commonalities between
languages concerning the content of the ordering. For example, in both An-
cient and Modern Greek, the order includes the sequence NOM — ACC — GEN.
This is not an accident, and the same sequence will occur in more languages
that we will look at in the course of this thesis. However, Case Contiguity
does not capture this commonality and should therefore be strengthened to
generalize over the orderings of cases.

Something similar has been observed before in a typological investigation
by Baerman et al. (2005) (see also Baerman 2008). Note first that in the
sequence under discussion, i.e. NOM — ACC — GEN, the accusative separates
the nominative from the oblique cases (represented by the genitive). This
means that if one of the two “core” cases will show syncretism with an oblique
case, it will be the accusative, and not the nominative. And this is precisely
what Baerman et al. (2005) observe in their sample of 200 languages:

(9) Baerman et al. (2005)

a. syncretism of core cases is common

b. if one of the core cases is syncretic with an oblique, it is the marked

core case5

SThere are exceptions to this, which lead Baerman et al. (2005) to state (9b) as
an overwhelming tendency. I deal with some of the exceptions below, and show that
they are irrelevant, because they are due to a phonological processes.
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This fact, however, is not captured by Case Contiguity: the constraint is
purely formal (contiguity in a language specific ordering), and does not encode
whether the content of the language specific ordering is consistent with (9),
or not. For instance, a language where syncretism would target contiguous
regions in the sequence ACC — GEN — NOM (or the reverse) is consistent with
Case Contiguity. However, such language allows for the nominative and the
genitive to show syncretism to the exclusion of the accusative, and this should
be ruled out.

This means that Case Contiguity should be strengthened into a hypothesis
which generalizes across the content of the orderings arrived at for individual
languages. I will call such a hypothesis the Universal Case Contiguity, and I
give it in (10). (I will call the hypothesis sometimes just Universal Contiguity.)
The hypothesis is stated in two parts. The first part states that there is an
invariant sequence of cases, where only contiguous regions can be syncretic.
The second part of the hypothesis gives the actual sequence. The main reason
for the separation is that while the main claim (that there is such a universal
sequence) will remain unchanged, the Case sequence itself will be subject to
further refinements. For instance, in ch. §3 I incorporate the partitive and
various local cases, and a special behavior of personal pronouns in various
languages will be highlighted in ch. §8.

(10) Universal (Case) Contiguity:
a. Non-accidental case syncretism targets contiguous regions in a
sequence invariant across languages.
b. The Case sequence: nominative — accusative — genitive — dative
—instrumental — comitative

Of course, not all languages have all of these cases (like Ancient or Modern
Greek), and some have more than that; I will consider both of these scenarios
as we go. Importantly, Universal Contiguity applies also in these languages,
namely to the relevant (sub-)set of cases which it mentions. Universal Conti-
guity is an interesting hypothesis which quite severely restricts possible syn-
cretisms both within and across languages, and I discuss the empirical aspects
of it in chs. §3 and §8. The main message which goes with it from the start is
the following: it is not a surface generalization. A distinction must be made
between accidental and non-accidental cases, and accidental cases must be put
aside. How do we distinguish between the two cases?

One hallmark of accidental syncretism is that it holds under specific phono-
logical conditions, and does not obtain in others, keeping all else equal. Such a
situation indicates that the syncretism is the result of a phonological process,

Baerman et al. (2005) also look at languages with ergative systems, which I do not
investigate here. In ergative languages, ergative is the marked core case (both from
the perspective of syntax and syncretism).
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rather than a reflex of the grammar of case. Usually, this phonological pro-
cess is operative in the language quite generally, and then we can be assured
that the syncretism is irrelevant for the examination of principles that govern
syncretism in non-accidental cases.

(11) Accidental syncretism can be the result of phonological processes
which conflate two distinct underlying representation.

To see what a phonological conflation looks like, consider, for instance, Clas-
sical Arabic (see Johnston 1996:§2.2.2). The language has nominative, ac-
cusative and genitive, which can all be distinct (see ‘thief’ in (12)). There are
two syncretisms. First, there is an accusative — genitive syncretism; see e.g.,
‘Mecca.” The same syncretism occurs in all plurals, which is illustrated here
by the paradigm ‘queen.” This syncretism obeys the Universal Contiguity.

(12) Classical Arabic (from Johnston 1996)

thief (fs.sg.) Mecca (fs.sg.) queen (cs.pl.) judge (fs.sg.)
NOM || sarig-u-n makkat-u malik-at-u gadin
ACC || sarig-arn makkat-a malik-at-i qadiyan
GEN || sarig-i-n makkat-a malik-at-i gadin

In addition, however, there is an offending alliance of nominative and gen-
itive to the exclusion of accusative (‘judge’). This syncretism goes against the
Universal Contiguity and it also runs counter to the generalization noted by
Baerman et al. (2005).

However, Johnston (1996) following the literature suggests that ‘judge’ in
fact inflects just like ‘thief’ (compare the accusatives sarig-a-n and qadiy-a-n),
but it is subject to a regular phonological process of truncation in the nomina-
tive and genitive, see (13) reproduced from Johnston’s work. The underlying
forms are to the left of the arrow in (14), and the output of truncation follows
the arrow. Nominative and genitive undergo the process, but the accusative
form is left unchanged, because a is not [+high].

(13) Truncation: y + V[+high] = @ /i_

(14) a. NOM: qadiy-u-n — qadin
b. Acc: qadiy-a-n — qadiy-a-n
c. GEN: gadiy-i-n — qadin

The syncretism of nominative and genitive is thus the product of phonol-
ogy, and it is treated here as accidental. Its characteristic is that it occurs
in a specific phonological environment defined by the phonological rule: roots
ending in iy-. This contrasts with the syncretism of ‘queen,” whose extension
is defined by a morphosyntactic environment: plural.

The following table (15) summarizes the facts.
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(15)  Classical Arabic

NOM ACC GEN

not attested
not attested

plurals

truncating nouns
The exclamation marks denote the accidental nature of the syncretism in ques-
tion. Because of this accidental nature, the Arabic counterexample to Univer-
sal Contiguity does not have much force — it is orthogonal to the mechanisms

which underlie syncretism in non-accidental cases, and it is these mechanisms
which are the concern of the present work.

Let me now proceed to a language with more cases, Russian, drawing on
McCreight and Chvany (1991), Johnston (1996), Caha (2008). Russian is
interesting for two reasons. First, it provides an illustration of another type
of accidental syncretism: accidental homophony. Second, it has more cases
than the languages we have looked at so far. From the cases given in the Case
sequence, it has nominative, accusative, genitive, dative and instrumental. In
addition, it has a “prepositional.” As the name suggests, this is a case which
is used only after prepositions (spatial locative, but also abstract ones like
‘about’).

In the table below, I illustrate the ordering of cases on sample paradigms.
Syncretic pairs are in small caps and they gradually move one notch down
from column to column. The dative — instrumental syncretism extends (ir-
relevantly for the present purpose) beyond a simple pair. The order of cases
established in this way is nominative, accusative, genitive, prepositional, da-
tive and instrumental; the same order has been proposed and illustrated in
more detail in the works cited.

(16) Syncretism in Russian [

window, sg. teacher, pl. both, m.i. book, sg. 100
NOM | OKN-O ucitel-ja dv-a knig-a st-o
ACC | OKN-O UCITEL-EJ = dv-a knig-u st-o
GEN  okn-a UCITEL-EJ  DV-UX knig-y ST-A
PREP okn-e ucitel-jax DV-UX KNIG-E ST-A
DAT  okn-u ucitel-am dv-um KNIG-E ST-A
INS okn-om ucitel-ami  dv-umja  knig-oj ST-A

Russian, like most other Slavic languages, shows richness of allomorphy and
syncretism patterns. This gives us the possibility to construct a table similar
o (16), but using different paradigms with different markers. This increases
the plausibility that the syncretisms illustrated above are not the result of a
phonological process, because the facts are repeated in distinct phonological
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environments, and with different phonological material. Put straightforwardly,
the syncretisms reflect a deeper regularity in the grammar of case:

(17) Syncretism in Russian 11

table, pl. student, sg. we bridge, sg. good, f.sg.

NOM | STOL-Y student-¢ my most-¢ xoros-aja
ACC | STOL-Y STUDENT-A NA-S  most-¢g XOros-uju
GEN stol-ov STUDENT-A NA-S most-a XOROS-EJ
PREP stol-ax student-e NA-S  MOST-U XOROS-EJ
DAT  stol-am student-u na-m | MOST-U XOROS-EJ
INS stol-ami  student-om na-mi most-om XOROS-EJ

The order of the relevant cases complies with the Case sequence as given
above (see (10b)). The position of the prepositional is interesting: it comes
sandwiched between the genitive and the dative, despite the fact that in the
Case sequence, genitive is right next to dative. I will devote attention to this
later in chapter §3.

On the general level, the important thing to note about the cases which
are not mentioned in the Case sequence (so far) is that they fit into an overall
contiguity picture within a given language: the prepositional has a designated
place in the sequence of Russian cases. The reason why it is not mentioned in
the Case sequence is thus not that it violates the contiguity requirement; the
reason is that it is hard to find cross-linguistic analogues of such a case.

There is only one counterexample to the Universal Contiguity in the whole
language, as far as I know. In one of the neuter paradigms of the first declen-
sion (‘field’), there is a homophony of the prepositional -e with the nominative-
accusative -e, a syncretism which illegally jumps over the genitive (18).

(18) An offending syncretism in Russian

field, sg.

NOM  POL’-E

ACC  POL-E

GEN  polj-a

PREP | POL’-E

DAT  polj-u

INS pol’-em

The present system does not allow a different option than treating this as an
accident. What is needed is the existence of two -es, one for the prepositional,
and another one for the nominative and accusative. This is then like the
homophony of English bank, or two/too. It is clear from the English examples
that accidental homophony exists; in the case of the Russian declension, its
occurrence is almost expected. Why? It is because many of the endings in the
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Russian declension are just single vowels, the inventory of which is limited (5
or 6, opinions vary on this). With such a limited inventory, and a relatively
large paradigm space, it is hard to avoid an accidental clash.

The treatment of the two -e-s in terms of accidental homophony is justified
internally to Russian by the following considerations. First, as I have shown
above, all the syncretisms which do not jump across a case are attested for
multiple different markers. The syncretism shown above is attested only for a
single marker, -e.

A second indication that the non-adjacent syncretism in (18) does not
reflect a deeper regularity of the grammar of Russian case is quantitative. For
instance, Timberlake (2004:p.117-148) gives in total 143 nominal, pronominal,
adjectival and numeral case paradigms (since all these items inflect for case
in Russian). In each of these paradigms, there is at least one syncretism.5 In
142 of these paradigms, the syncretism is consistent with the Case sequence
(10b). Only 1 paradigm (given above) stands out as incompatible.

Finally, the analysis which says that there are in fact two distinct -es is
supported by the fact that the two -es show crossing distribution. The one
for NOM — AcCC extends to the paradigm ‘building,” while the one for the
prepositional extends to the paradigm ‘window.” The offending pattern of
‘field’ thus looks like the meeting point of two independent -e-s:

(19) An offending syncretism in Russian
window, sg. field, sg. building, sg.

NOM  okn-o POL’-E ZDANI-E
Acc  okn-o POL’-E ZDANI-E
GEN  okn-a polj-a zdanij-a
PREP | OKN-E POL-E zdani-i

DAT  okn-u polj-u zdanij-u
INS okn-om pol’-em  zdani-em

To conclude the discussion of Russian, consider the distribution of syncretism
expressed in numbers.

(20) Russian system: 6 cases, 57 logically possible syncretisms

a.  Contiguous syncretisms: 15, out of these 8 are attested (cca 50%)
b.  Non-contiguous syncretisms: 42, out of these 1 attested (cca 2%)

The number of attested syncretism is smaller than what is allowed (cca 50%).
This is mainly due to the fact that syncretism does not cover “long” stretches
of the Case sequence. Out of the 8 syncretisms in (20a), 4 involve pairs and 2
are triplets. Out of the syncretisms predicted to be impossible by the Universal

5This point is made in Bobaljik (2002) who uses it to argue against the independent
status of the notion of a paradigm.
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Contiguity, only 1 is attested (cca. 2%).

On the general level, I make the following conclusions for the distinction
between accidental and non-accidental syncretism. While accidents are hard
(if not impossible) to prove as accidents, we have seen that an analysis in terms
of accidental homophony leads to a set of expectations. First, accidents should
not repeat. We have seen that in Russian, all the syncretisms of adjacent cases
can be replicated for two (or more) markers. The syncretism of NOM — ACC
and PREP is attested only for one marker.

(21) a. Accidental syncretisms are limited to a single exponents.
b.  Non-accidental syncretisms tend to be replicated by various dif-
ferent exponents.

Similarly, there is a difference in the proportion of the paradigms which are
compatible with Universal Contiguity, and paradigms which are not:

(22) a. Accidental syncretisms are confined to a single paradigm.
b.  Non-accidental syncretisms show up across paradigms.

The reason for this is that when we have two independent, but homophonous
markers, the accidental syncretism arises in environments for which their dis-
tribution intersects (see (19) for a graphic illustration). The extension of the
intersection is then narrower than the individual distribution of any of these
markers, a single paradigm in prototypical instances.

These are good criteria for languages which show a great deal of allomorphy
(like Russian). But what about languages with little allomorphy? Here, it
is better to use a criterion which is complementary to (21): non-accidental
syncretism targets morphosyntactic classes. For example, the syncretism of
nominative and accusative in Russian is found for all masculine inanimates and
neuters. The syncretism of accusative and genitive is the rule for masculine
animates. The syncretism of genitive and prepositional is characteristic of all
adjectives in the plural. Now to the extent that the respective categories show
distinct allomorphs for the relevant cases, to that extent will the syncretisms
be repeated by various markers. (21) can thus be seen as a near equivalent of

(23):

(23) a. Accidental syncretisms do not target morpho-syntactic classes.
b. Non-accidental syncretism targets morpho-syntactic classes.

(23) can in turn be used as a distinguishing criterion in languages which show
little allomorphy.”

"This last criterion may be too strong, because if a language shows no allomor-
phy whatsoever, two homophonous entries will be present for all items of the given
category, since all of these items belong just to a single paradigm.
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The last language I introduce in this chapter is Sanskrit. There are 7 cases:
nominative, accusative, genitive, dative, instrumental, ablative and locative.
The first five are mentioned in the Case sequence, the last two are not. Thus,
we expect that the order of NOM, ACC, GEN, DAT and INS is fixed, while (so
far) no prediction is made about the ordering of the last two cases. However,
they are still expected to fall on some place in the ordering, rather than show
incompatibility with any ordering.

These expectations are borne out (Plank 1991, Johnston 1996), in fact,
one of the possible orderings has been adopted by the old Sanskrit gram-
marians themselves. I list the attested syncretisms, indicating the morpho-
syntactic classes where they occur. This serves also as an indication of their
non-accidental nature:

(24) Syncretisms in Sanskrit

a. NOM — ACC: neuters, dual

LOC — GEN: dual

GEN — ABL: singular, except one declension
ABL — DAT: plural, except personal pronouns
ABL — DAT — INS: dual

® oo o

(24a) shows that Sanskrit has syncretism between its core cases, and among
the oblique cases (24b-e). The syncretisms among obliques are arranged so
that a linear order emerges just from reading the bullet points (24b-e) top
down. However, there is no syncretism between these two groups, and so the
system itself allows for four distinct orders (and their inversion). The order
(25b) is compatible with the Case sequence (10b).

(25)  Four possible orderings for Sanskrit

(NOM — ACC) — (INS — DAT — ABL — GEN — LOC)
b. (NOM — ACC) — (LOC — GEN — ABL — DAT — INS)
c. (ACC — NOM) — (INS — DAT — ABL — GEN — LOC)
d. (ACC — NOM) — (LOC — GEN — ABL — DAT — INS)

&

The facts should be compared to what is possible. There are 120 possible
syncretisms, 21 are compatible with the Universal Contiguity, 99 are not. All
of the attested syncretisms are of the former kind.

(26) Sanskrit in numbers: 7 cases, 120 possible syncretisms

a.  Contiguous syncretisms: 21, out of these 5 are attested (cca 25%)
b.  Non-contiguous syncretisms: 99, unattested (0%)

To sum up the whole section: I have briefly reviewed the system of syncretism
in 5 languages (Ancient and Modern Greek, Classical Arabic, Russian and
Sanskrit) to support the plausibility of a hypothesis, called the Universal Con-
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tiguity (10), which restricts syncretism within and across languages. Further
empirical investigation of this hypothesis is postponed until chapter §8, with
relevant discussion also in ch. §3. I now turn to the implementation.

1.2 What does this tell us?

Jakobson (1962), one of the classics of the syncretism literature, draws the
conclusion (correct, to my mind) that syncretism points to the existence of
a hidden level of linguistic organization inside an apparently indivisible unit:
the morpheme. For Jakobson, individual cases are not atomic; they represent
collections of equipolent features (like [+/— marginal], [+ /- ascriptive]), each of
which cross-classifies the set of cases into two groups. This has the immediate
advantage that natural classes of cases can be referred to with the help of such
features, and syncretism can be restricted to these classes.

In this thesis, I propose that the tight constraint on syncretism, the Univer-
sal Contiguity, can be captured only if such features exhibit cross-linguistically
rigid internal organization. I argue that in order to derive the constraint, the
organization of these features must be modeled in the same way as the inter-
nal working of phrasal syntax: by a binary branching tree structure (or an
equivalent mechanism).

If correct, this suggests that there is only one mode of grammatical or-
ganization of smaller units into bigger chunks, no matter how small (sub-
morphemic features) or big (phrases) the units are; (sub-)morphology and
syntax are one. This hypothesis has been proposed and defended in classes
tought by M. Starke, and this dissertation applies the idea to the phenomena
of case. To support such an approach to case, I will show later in this chapter
that the individual features needed for syncretism interact (individually) with
core syntactic phenomena such as NP movement. This can only be so if each
of these features is a separate terminal in the syntactic tree.

Let me start by small steps, though, demonstrating first the shortcom-
ings of the Jakobsonian model of cross-classification and its later incarnations.
First, the expressive power of cross-classification by equipolent features goes
beyond Contiguity (as pointed out by both McCreight and Chvany 1991 and
Johnston 1996). Consider the cross-classification of 4 cases, NOM, ACC, GEN
and DAT, by two features, X and Y (27).

(27) Cross-classification
| +Y Y

+X | NOM ACC

-X | GEN DAT

The natural classes definable by such a decomposition are given in (28).
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(28) a. [+X]: {NOM, ACC} d. [Y]: {acc, paT}
b. [-X]: {GEN, DAT} e. [Q]: {NOM, ACC, GEN,
c. [+Y]: {NoM, GEN} DAT}

There is no linear ordering which accommodates all of (28). That is be-
cause the system allows any of the horizontal and vertical neighbors to syn-
cretize in the table (27). (NOM with ACC and GEN, ACC with NOM and DAT,
and so on. This is similar to the so-called Jakobson’s table which has been
proposed in Jakobson 1962.) The conclusion is, then, that a system of cross-
classification predicts any linear contiguity constraint to be false. And con-
versely, the correctness of a linear contiguity constraint proves this model
wrong.

Second, the system also under-generates (compared to Case Contiguity):
as things stand, there is no way to define syncretisms of three terms (con-
tiguous or not).® However, there is no known constraint to the effect that
syncretism can target sets of two and four cases, but not three, or any other
similar restriction.

To increase the generative capacity of the system in the right direction,
cross-classification is usually accompanied by a mechanism which incorporates
the Elsewhere Condition (Kiparsky 1973) (29). An example of such a condition
is the Subset Principle of Distributed Morphology (Halle and Marantz 1993,
Halle 1997).

(29) Elsewhere Condition: In case two rules, Ry and Re, can apply in an
environment E, Rq takes precedence over Rs if it applies in a proper
subset of environments compared to Ra.

With the Elsewhere Condition in place, we get a three term syncretism by the
interaction of two rules, (30a,b).?

(30) a. [+X,+Y]: {~Nom} —  /phon A/
b. [9]: {NOM, ACC, GEN, DAT} — /phon B/

These rules (by themselves) pick out overlapping natural classes of cases: (30a)
says that NOM is realized by /phon A/, and (30b) requires that any member
of {NOM, ACC, GEN, DAT} is pronounced as /phon B/. The two rules clash
for NoM. The winner is determined by the Elsewhere Condition (29). Since
/phon A/ applies in a proper subset of cases compared to /phon B/, /phon
A/ takes precedence for NOM. As a result, NOoM = /phon A/, AcC, GEN and
DAT = /phon B/.

8This is a systematic shortcoming. In a system with 8 categories (cross-classified
by 3 features), we can only generate natural classes with the cardinality of two, four,
and eight, but nothing in between.

9The rule in (30a) reads as follows: the feature matrix [+X, +Y], corresponding
to NOM, is realized by the phonology /phon A/.
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However, this is a deadly fix. The result is that any syncretism becomes
possible. The reasoning is this: the entry (30b) can, in principle, insert /phon
B/ to any of NOM, ACC, GEN, DAT. Consequently, we can get any triplet of
these by assuming that any one of the cases is spelled out by an entry similar
to (30a). We can also get any pair by assuming (30b) and that two cases of
our choice are spelled out by two rules similar to (30a).

The general format of the reasoning is the following: assume a “default”
entry which can go anywhere, and restrict its application in arbitrary ways by
competing lexical entries targeting individual cases; the logic works reliably in
any system with cross-classification and the Elsewhere condition. Conclusion:
the combination of these two tools makes no predictions concerning the range
of possible/impossible syncretisms. If we want a theory with empirical content,
we either have to abandon these tools, or account for the restrictions in some
other way. In the latter case, however, the very motivation for decomposition
(to capture natural classes targeted by syncretisms) disappears. Further, since
cross-classification without the Elsewhere Condition is both too weak and
too strong (to capture Universal Contiguity), we are justified in looking for
alternative systems of representation.

One possibility is to abandon the feature based analysis of categories alto-
gether, as do McCreight and Chvany (1991). A less radical alternative, which
has been suggested in this context by Johnston (1996), and which I adopt
here, maintains the idea that cases decompose into features, but in a different
way than Jakobson has proposed. Rather than cross-classified, the set of cases
is sub-classified by the features.'”

The gist of this approach is that we start from the set of n categories, and
sub-divide it into component parts. (This strategy is similar to Williams 1981
and also various morphological feature geometries, going back to Bonet 1991
and Harley 1994.) The way the sub-division is done below is by taking out
one member of the maximal set at a time, and putting it aside, see (31). We
stop once we take the last member out:!!

10McFadden (2009) makes a similar point.

"Each partition starts with a short line going down. This line has no significance,
apart from the attempt to graphically distinguish sub-classificatory tree from a syn-
tactic tree, which otherwise look quite similar.
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(31) {NOM, ACC, GEN, DAT}

NOM {ACC, GEN, DAT}

ACC {GEN, DAT}

GEN {DAT}

DAT

There are more ways to perform a sub-classification. The one shown above
has three important features. First, we divide each set into two parts, rather
than three or more. Second, we take away one case at a time, rather than
two or more. These two properties will have the effect, as we see shortly, of
deriving Contiguity. Third, the cases branch off in the order given by the
Universal Contiguity — which will have the effect of strengthening Contiguity
in the desired way. Hence, the crucial question will be where in the grammar
is such a sub-classification encoded, and what do its formal properties follow
from.

Let me first show how the results follow. What we have so far in (31) are
individual categories at the terminal nodes, and sets containing one or more
of these categories at the non-terminal nodes. By convention, each set can
be characterized by a unique property, understood here as a feature. In the
tree below, I apply this convention, and replace each set of (31) by the feature
which uniquely characterizes it. Since the case which has been set aside does
not belong to the set characterized by the relevant feature, I also add the
information that this case does not have that feature.
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(32) W
NO‘M
noY Y
A(‘JC H\
no 7 Z
G]‘EN DX‘AT

The tree above can now be read as follows: we take the set of all cases,
characterized by the feature W, and partition it into those which have the
feature X in addition (these are on the right), and those which don’t (on the
left). Then we similarly divide any set as long as the set has any members. The
feature make-up of individual cases can then be read from the non-terminal
nodes which dominate them, and I give it below:

(33) Cumulative classification
a. NomMm = W
b. Aacc = W, X
c. GEN = W X'Y
d. par = W, X,VY,7Z

I will call this a cumulative classification, because categories are sub-classified
by cumulating features as we go down the classificatory tree. The cumulative
sub-classification allows us to single out the natural classes enumerated in
(34). The round brackets in the notation below indicate that omission of any
combination of the bracketed features defines the same set as all the features
taken together.

(34) Natural classes definable by cumulative classification
a. [W] = {NOM, ACC, GEN, DAT}
b. [(W,) X] = {Acc, GEN, DAT}
c. [(W,X))Y] = {GEN, DAT}
d [(W X,Y, Z] = {par}

It is clear that the natural classes allowed by the cumulative system are consis-
tent with Contiguity (the order NOM — ACC — GEN — DAT and its reverse), but
it is too weak. It does not allow for any combinations which do not include
DAT. Consider now what happens if we add the Elsewhere Condition (29)
to the system. Suppose ACC and GEN are syncretic to the exclusion of other
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cases. We can capture this by postulating the following two entries:

(35) a. [W, X]: {Acc, GEN, DAT} — /phon A/
b. [W, X, Y, Z]: {par} —  /phon B/

/phon B/ applies in a proper subset of cases compared to /phon A/, therefore
it takes precedence for DAT. This restricts /phon A/ to ACC and GEN.

The cumulative system does not suffer from the same shortcomings as the
cross-classifying system. For instance, it cannot encode the non-contiguous
syncretism of ACC and DAT across GEN. What one would have to do to encode
such a syncretism is the following. We would have to assume the general rule
in (35a), and make sure that a special rule will apply to GEN only, taking
it away from the triplet in (35a). That would lead to ACC and DAT being
syncretic to the exclusion of GEN.

However, there can be no rule targeting GEN only, and hence, no such
syncretism. Consider why. As shown in the cumulative classification (33),
GEN is characterized by [W, X, Y]. Consequently, the rule would have to have
such a specification, see (36).

(36) [W, X, Y]: {GEN, DAT} — /phon C/

However, [W, X, Y] does not define only GEN, but the pair GEN, DAT. Hence,
such a rule takes precedence over the general rule (35a) for both GEN and DAT,
and not only for GEN. Consequently, the interaction of the two rules (35a) and
(36) leads to the result that Acc = /phon A/, and GEN, DAT = /phon C/.

And the conclusion? In any cumulative sub-classification combined with
the Elsewhere Condition, only “structural neighbors” can be syncretic. This
formally constrains syncretism in exactly the same way as Contiguity. What
allows the model to capture the stronger Universal Contiguity, is the way
individual cases branch off, such that neighbors in the Case sequence are also
neighbors in the sub-classification (33).

Note that this way of deriving the Universal Contiguity crucially involves
an abstract level of linguistic organization. We need two things: that cases
are decomposed into features by cumulative sub-classification, and that these
feature structures are related to the surface forms by a procedure which incor-
porates the Elsewhere condition. In other words, the Universal Contiguity is
not encoded as a surface constraint that restricts the actual surface properties
of the paradigm.

As a consequence, two things can blur the underlying system: phonological
conflation of two forms into one, and accidental homophony. In none of these
two cases is the Universal Contiguity violated at the level where it is proposed
to hold: at lexical insertion.
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1.3 Split K

As a result of the abstract discussion, we know that (37a,b) show two pos-
sible sub-classifications of cases capable to capture the Universal Contiguity
(granted the proposed Case sequence).

(37) a.
/\ /\
Nominative Comitative
/\ X\
Accusative Instrumental C
/\ /\
Genitive Dative
/\ /\
Dative E Genitive E
H\ H\
Instrumental F Accusative F
| |
Comitative Nominative

I will adopt the one in (37a). The decision is motivated by the traditional
observation (correct to my mind) that nominative is the most unmarked case,
and that the oblique cases form a group differentiated from the “core” cases,
nominative and the accusative. This intuition is nicely captured in (37a),
where nominative and accusative are also unmarked in terms of feature com-
position.'?

12See Neeleman and Weerman (1999:ch.2) for data showing that nominative has
certain characteristics which set it aside from all other cases: agreement, frequent
lack of an affix, failure to “attract” other cases, possibility of replacing other cases
during language aquisition. The conclusions the authors draw about classification of
case is close to the one adopted here.

Bayer et al. (2001) provide arguments that set nominative and accusative aside from
obliques: obligatory morphology for obliques in various contexts, failure of obliques
to turn to a genitive in nominalizations etc.

I myself provide evidence later on at various places of the dissertation that cases
which have more features according to (37a) morphologically contain cases with fewer
features. Such containment relationships transparently reveal (37a) as the relevant
structure.
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The crucial question is now where in the grammar the tree (37) is encoded,
and what its formal properties follow from.

The lead I take is that (37) has a strong resemblance to the properties of the
syntactic structure. The classificatory tree is binary (just like the syntactic
one, see a.0., Kayne 1984, Kayne 1994, Chomsky 1995b), and the features
according to which cases split are ordered in a sequence (just like nodes in
syntax, see, e.g., Cinque 1999, Starke 2004). Given the formal similarity
between cumulative subclassification and syntax, it is tempting to hypothesize
that they are both products of the same device: the operation Merge (for which
see Chomsky 1995a). The hypothesis is depicted in (38).13

(38) Comitative

T

F  Instrumental

/\
E Dative

RN

D Genitive

RN

C Accusative

N

B Nominative

N
A DP

The tree encodes the proposal that a nominative DP is a type of constituent, in
which the DP is the complement of the feature [A]. An accusative is a similar
constituent, one which is built on top of the nominative by the addition of [B],
and so on.

Note that the feature [B] is not “accusative.” Accusative is the name of a
constituent which arises as the result of merging [A] and [B] on the top of the
DP in this order. To make this clear, I avoid calling the terminals “accusative,”
but reserve that label only for the non-terminal projections. The labels of the
non-terminal nodes, such as accusative or genitive are chosen for clarity of

13The hypothesis bears resemblance first to proposals which distinguished between
a DP type and a KP type of constituent: Bittner and Hale (1996), Neeleman and
Weerman (1999), Bayer et al. (2001). Some more recent approaches add layers of case,
taking the reasoning further in the direction of the present proposal: Asbury (2006),
Asbury (to appear) Pesetsky (2007), Jayaseelan (2007). Details vary considerably.

The present framework (originating in Starke 2005) has been developed in parallel
with works such as Taraldsen (2006), Medova (2008), Medové (2007), Medova and
Taraldsen (2007), Taraldsen (2008c) and Taraldsen (2008a) which develop and use
such (or similar) decomposition in their analyses of various phenomena.
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presentation, and they do not imply that the label is qualitatively different
from the head. I assume that the “true” label of the accusative constituent is
BP, but I avoid calling it that way because such a label is quite opaque.

I also note already here that in languages like Russian, where instrumental
case is expressed as a single morpheme, this morpheme will be taken to spell
out a syntactic constituent containing (minimally) the features A-E (and pos-
sibly others such as number). Similar remarks apply to other case morphemes.
The system of phrasal spell out is developed in ch. §2.

With the terminology clarified, I note that the syntactic tree (38) encodes
the same feature composition of individual cases as the sub-classificatory tree
(37a): the two are equivalent representations of the feature composition needed
to capture the Universal Contiguity.

The proposal depicted in (38) then makes Universal Contiguity follow from
three components:

(39) Components of the theory

a. Individual cases are built of atomic features by Merge
b. The features are ordered in a universal functional sequence
c.  Spell out incorporates the Elsewhere Condition

(39a,c) derive Contiguity. (39b) strengthens it into Universal Contiguity.

The gist of the proposal is that the cumulative sub-classification, needed
to capture the Universal Contiguity, is the product of syntax. Reversing the
perspective, we can say that syncretism exhibits the abstract adjacency re-
quirement because the representations this requirement derives from are built
by syntax. The proposal has additional consequences for two domains.

First, the proposal supports Starke’s nanosyntactic view, according to
which sub-morphemic features are combined in the same way as phrases and
sentences. According to this view, syntax does not start from words, mor-
phemes, or bundles of features — syntax “builds” them. Nothing except for
atomic features precedes syntax (the successive application of Merge). Pack-
aging of features into morphemes is performed by lexical insertion, which takes
place only after syntax has done its job.

Second, the proposal is loaded with empirical content beyond syncretism:
the features and the phrases headed by these features ought to undergo all
sorts of operations that are the bread-and-butter of traditional syntax. And
so they do.

1.4 Blake’s hierarchy

In this section, I show that the features proposed to account for syncretism
interact with one of the core operations of syntax, namely movement. Specifi-
cally, I show that movement of the noun-phrase targets positions between the
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proposed features, and that this derives one part of a typological generaliza-
tion known as Blake’s hierarchy. The main point is this: if syntactic movement
can access positions between these features, these features must each have an
independent position in the syntactic representation.

Consider first the question how a case affix ends up as a suffix on the
noun. Here, I am taking for granted the approach of Kayne (1994), according
to which c-command maps onto linear precedence. Combining Kayne’s theory
with the proposal that case features are base-generated above the NP, we are
led to conclude that if nothing happens, case marking will be prefixal. Con-
sequently, a case marker becomes a suffix only as a result of noun movement.
Approaches differ regarding the nature of this movement.

Until recently, the ordering of morphemes within a morphologically com-
plex word has been the job of head movement exclusively (see, e.g., Baker
1988). This would mean that case affixes are suffixed as a result of suces-
sive cyclic head movement of the noun. However, in later developments of
the generative theory (see Koopman 2003 for an overview), certain orderings
of morphemes were argued to be the result of phrasal movements as well.
(Recent contributions include, a.o., Koopman and Szabolcsi 2000, Koopman
2005a, Nilsen 2003, Julien 2007, Muriungi 2008, Leu 2008). This led to the
idea that head movement can be eliminated, and understood as a special in-
stance of phrasal movement, so-called “roll-up.” In such case, case suffixes are
phrasal suffixes.'

Here, I will adopt the theory which derives affix orders by phrasal move-
ments, and I discuss empirical data supporting this choice in chapter §7. I will
further take for granted the restrictions on movement argued for in Cinque
(2005), which I give in (40).

(40) Rules of movement: Cinque (2005)

a. Movement is only to the left
b.  Move only constituents containing the head-noun

(40a) is the consequence of two independent conditions. One, movement only
targets c-commanding positions, and two, c-command maps on linear prece-
dence. (40b) is intended to rule out two things. First, it rules out independent
movements of the modifiers of the noun. However, it is not intended to rule
out movement of possessors and other DPs that occur embedded inside the
extended NP (such movements must in fact be assumed for many languages).

1At the descriptive level, a distinction is sometimes made between case suffixes
and postpositional case clitics (see, e.g., Dryer 2008b). Both are phonologically firmly
attached to their hosts, but the former attach to the stem, and the latter to the phrase.
As an interesting example of the latter, Dryer (2008b) mentions Somali, where the
subject “is realized by a change in tone on the last syllable of the noun phrase.”

This suggests that at least some suffixation is phrasal, and that stem-level noun
suffixes are just a special case of phrasal affixation (when the phrase is noun-final).
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It also rules out remnant movement of a constituent from which the head
of the extended projection has been extracted. The motivation for these as-
sumptions is that they constrain movement in a way that allows to derive all
attested orders (within the domain that Cinque looks at), and disallows all
the unattested ones. These principles will turn out to be important later.

In (41), T then give a schematic illustration of what must happen in a
language if a particular case is to be expressed as a suffix: a constituent
containing the noun must move to the left of all the features that a particular
case is composed of. I denote the moving constituent as NP*, which stands
for a constituent that is minimally an NP, but which can also be bigger.

(41)

6 Comitative

Instrumental

5

3  Genitive

&

2 Accusative

5

1 Nominative

The numbers 1-6 indicate the landing sites of NP*. 1 is the landing site which
turns the nominative into a suffix. 2 represents the same position for the
accusative and so on.

I have to mention that in (41) and in what follows, I ignore any additional
cases a language might have beyond the ones mentioned in the Case sequence
(10b). For instance, Russian has the prepositional case, but since we have
not placed it yet in the (universal) functional sequence, we have to postpone
the full account which incorporates such cases. I come back to this issue in
chapter §3, where I discuss the status of such cases.

I now proceed to combine this picture with the view, recently defended in
Cinque (2005), that languages differ regarding the maximum height of noun
movement within its extended projection. To see how this works, consider the
following paradigm, which illustrates four different ordering possibilities of the
Noun (N) and its modifiers; the adjective (A), the Numeral (Num), and the
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Demonstrative (Dem).

(42) Variation in N movement: Czech, Farsi, Maasai, Kiitharaka!®

a. ty tTi velmi tlusté knizky
those three very thick books

b. un seta ketabe kheili koloft
those three books very thick

c. kunda mésai aré sadan
those tables two nice

d. mabuku mara mathatu manene muno

book those three big very

Cinque (2005) analyzes the variation by proposing that the Czech order,
seen in (42a), represents the base generated order of Dem Num A and N. In
Farsi (42b), however, the order of A and N is the reverse compared to Czech.
This leads Cinque to propose that the order in Farsi is derived by a leftward
movement of the NP (containing just the N) to the left of A and no further,
see (43b). In Maasai, (42c), the phrasal movement of NP crosses both A and
Num. And finally in Kiitharaka, movement of N goes all the way up. The
derivations are depicted below:

(43)

KIITHARAKA

Now given the variation we find in the lower domain of the extended NP, we
expect that languages will also differ in how high a noun can move in the region
of the extended NP where case features are generated. Not all languages will
move their NP* to the top of the tree (41), i.e., all the way to 6. Hence, we
predict the existence of languages which can only move the NP* as high as 5,
or 4 (etc.), but not higher. (44) shows this, L1, L2 etc. stand for “language
which moves the NP* maximally as high as 1, 2 etc.” The only difference
(and one which is relevant here) is that while in (43), movement crosses whole

15Sources of data as follows. Czech: the author, Farsi: Marina Pantcheva (p.c.),
Maasai: Koopman (2005b:ex.3), Kiitharaka (diacritics omitted): Peter Muriungi

(p-c.).
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phrases, it crosses atomic features in (44), features, which can all be hidden

inside a single morpheme.!
(44) T
L6 Comitative
F
L5 Instrumental

L3 Genitive

&

L2 Accusative

5

L1 Nominative

What empirical facts does (44) predict? First note that languages which can-
not move their NP* as high as the position 6 will split the features of the
comitative case into two sets. Some features will be to the left of the noun,
and some will be realized to its right. This is similar to what we have seen
above in Farsi and Maasai, where some noun modifiers are to the right of NP*,
and some are to the left. In the present case, features to the left of the NP*
will be spelled out as a (functional) preposition, features on the right as a case
suffix. Comitative in these languages is thus spelled out as P4+-NP*4+K.17

Further, languages will differ in the same way if we look at the instrumen-

6The movement of NP* across the case features does not necessarily put the noun
to the left of its modifiers. The modifiers can be pied-piped inside the NP*, yielding
an order Dem > Num > A > N > K. Further, any complements a noun has must be
evacuated to a high position, as already noted in Cinque’s (2005) proposal, otherwise
they would intervene between N and K.

"From now on, I start calling the prepositions which necessarily show up with
phrases denoting accompaniment, instruments, recipients or possessors functional
prepositions, and oppose them to spatial, temporal and various other relational ad-
positions (such as A because of B, etc.). One of the consequences of the setup is that
these functional prepositions spell out the same features which are spelled out as a
case suffix in other languages. I test the empirical accuracy of this consequence in the
next section.
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tal. Languages which move to 5 (or higher), will express instrumental as a
suffix. Languages which move to 4 or lower, will split the features into a suffix,
and a functional preposition. The same variation arises at every point of the
tree. In general terms, the consequence of the proposal I have put forth for
syncretism is that the features which form a case suffix in one language can
be split by movement of the NP* in another language.

Importantly, the variation between languages in the height of NP* move-
ment directly translates onto the variation in the inventory of case suffixes in a
language. Consider why. If NP* can move as high as X, it can also move to all
positions lower than X. Hence, we generate a series of implications of the form:
if a language expresses accusative as a suffix (NP* moves to 2), nominative
is also a suffix (NP* moves to 1). Or: if a language expresses the genitive as
a suffix (NP* moves to 3), it also expresses the accusative as a suffix (NP*
moves to 2). These implicational statements are conflated into the following
generalization:'®

(45) The inventory of case suffizes:

a. If a given case in the Case sequence is a suffix, all cases to its left
(if present in the language) are also suffixed.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

Thus, the theory of syncretism developed in the preceding section leads to
the consequence that it restricts the inflectional cocktail of case suffixes across
languages, and yields an independent test of the hypothesis. In what follows,
I show that the prediction is correct.

In (46), I give examples of languages which instantiate the predicted types,
drawing mainly on Blake (1994), who conducts a closely related investigation
on which I report below in more detail. I do not list any languages under
(46a,b), for the reason that nominative is overwhelmingly unmarked. This

makes it impossible to decide whether it is a prefix, or a suffix.!?> 20

181t should be mentioned that I follow here a similar track as Calabrese (2008),
linking case syncretism, functional prepositions and case availability in an overall
account. While the implementation here is rather distinct from Clabrese’s, much of
what I say here finds parallels in his work. I discuss some aspects of Calabrese’s
proposal further in ch. 2.

19This also leads to some caveats concerning the status of nominative in the other
languages.

20T repeat that in (46), I ignore any additional cases a language might have beyond
the ones for which the prediction is made on the basis of the Case sequence (10b).
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(46) movement | the inventory | example languages
of suffixes

a. || none %] —

b. || to1l NOM —

c. || to 2 NOM, ACC Bulgarian, French, English
(taking of rather than ’s to be
the genitive)

d. || to 3 NOM, AccC, | Modern Greek, semitic lan-

GEN guages (in general), Nubian
languages (Nilo-Saharan), Co-
manche (Uto-Aztecan).

e. || to4 NOM, ACC, | German, Yaqui and several

GEN, DAT Nilo-Saharan languages in-
cluding Fur, Nuer and lan-
guages of the Didinga-Murle
group

f. || tob NOM, ACC, | many Slavic languages, e.g.,

GEN, DAT, INS | Russian, Czech, Polish, Slove-
nian.  Further Latvian and
Classical Armenian, Latin,
Old and Middle High German,
Old English

g || to6 NOM, Acc, | Dime (Omotic), some Dravid-

GEN, DAT, INS, | ian languages, e.g.  Tamil,

COM Toda, Irula, Kodaga and
Kasaba

The next question is whether there are any counterexamples. To give a brief
overview of the situation, consider a hierarchy of availability of case proposed
in Blake (1994), henceforth Blake’s hierarchy.

(47) Blake’s hierarchy NOMINATIVE > ACCUSATIVE / ERGA-
TIVE > GENITIVE > DATIVE > LOCATIVE > ABLATIVE
/ INSTRUMENTAL > other

Blake (1994:85.8) says the following: “This hierarchy is to be interpreted as
follows. If a language has a case listed on the hierarchy, it will usually have at
least one case from each position to the left”. This hierarchy is then related
to the prediction we make, because if the NP* moves only to the left of the
genitive, the language will have a genitive, but it will not have a dative in
the traditional sense (it will lack the dative suffix, and the features of the
dative will be split into a functional preposition and case suffix). This means
that the ordering of cases should be the same both for the Case sequence (as
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manifested in syncretism) and Blake’s hierarchy (47). To see if that is the case,
I leave out from Blake’s hierarchy those cases which we have not encoded in
our functional sequence yet. (For these cases, no prediction is made so far.)
As a result, the hierarchy (48) emerges as a modification of the original Blake’s
hierarchy.?!

(48) Modified Blake’s hierarchy NOMINATIVE > ACCUSATIVE >
GENITIVE > DATIVE > INSTRUMENTAL > other

(48) looks exactly as we predict, it is identical to our Case sequence (10b),
the only difference being that Blake does not mention the comitative, which
is then hidden inside the label “other.” Blake’s hierarchy thus supports the
present theory, because if it is correct, there are no counterexamples to our
prediction.

Note though that there are two points of difference between Blake’s pro-
posal and the present one, which both point to the conclusion that Blake’s
hierarchy is a stronger statement than the prediction made here. First, Blake’s
hierarchy is not a hierarchy which distinguishes only the division between K
(case) and P (preposition), but also between case and postpositions. This
distinction is usually much harder to make, and it presents a type of varia-
tion that has not been touched upon here yet. (This variation has to do with
pied-piping, and possibly other factors.)

Second, Blake’s hierarchy has “surface” counterexamples (mentioned and
dealt with by Blake himself) which do not threaten the proposal here. For
instance, Hungarian has many cases, but it lacks the genitive; Hungarian pos-
sessors are either dative, or nominative. This is a counterexample to the letter
of Blake’s hierarchy, but not to the present proposal. The present proposal
predicts only as much as the following: since Hungarian has a dative suffix,
genitive is not expressed by a preposition (which is vacuously correct for Hun-
garian, because there is no genitive case in the traditional descriptive sense).

In principle, there are two ways to approach the facts of Hungarian, both
of which are consistent with our theory. (i) Hungarian never allows the con-
stituent corresponding to the genitive to surface. It uses a different structure.
(ii) Hungarian does use the genitive constituent, but this constituent is al-
ways syncretic with the dative (a conceivable option, since they are structural
neighbors). The general point is that our hypothesis makes a prediction about
the height of NP* movement and the split between P and K this gives rise to;
but we do not predict that a constituent corresponding to a particular case is
spelled out by a piece of morphology that uniquely identifies it, or that this
constituent gets a chance to surface.

Both of these caveats point to the conclusion that the hypothesis concern-

21T have left out the ergative, the locative and the ablative. I come back to the
locative in chapter §3.
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ing the division between K and P is weaker than Blake’s statement; every
counterexample to the present proposal is also a counterexample for Blake,
but not vice versa. Hence, to the extent that Blake’s hierarchy stands to
empirical data, so does the present theory.

To conclude the section, I repeat the prediction which follows from the
proposal that features responsible for case syncretism each occupy a designated
syntactic position:

(49) The inventory of case suffixes:

a. If a given case in the Case sequence is a suffix, all cases to its left
(if present in the language) are also suffixed.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

Now given that (49) is both a prediction of the current system, and an em-
pirically accurate picture of the variation in case inflection in the languages of
the world, I conclude that the two parts of the proposal which directly feed
into such a prediction gain an independent confirmation:

(50) Components of the theory

a. Individual cases are built from atomic features by Merge
b. The features are ordered in a universal functional sequence

1.5 On functional prepositions

The proposal of the preceding section accounts for the variation and its appar-
ent regularity in the domain of case suffixes; but at the same time, it predicts
that the same regularity holds in the domain of functional prepositions. Since
functional prepositions in one language spell out the same features as case
suffixes in another language, the same laws must apply:

(51) Universal Contiguity (Functional prepositions):

a.  Only adjacent prepositional markers show systematic syncretism
in the Case sequence.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

Consider the reasoning. Movement of the noun partitions the universal set
of case features into two, each forming a contiguous sequence. Within the
set of suffixes K, only adjacent terms can be syncretic, due to cumulative
sub-classification and the Elsewhere Condition. But the same cumulative
sub-classification applies to the set P. As shown in section §1.2, the set of
syncretisms thus generated is equivalent to a linear constraint (51). Consider
some examples.



34 CHAPTER 1. THE NANOSYNTAX OF CASE

In Bulgarian, full nouns bear only a nominative or accusative suffix.?> The
highest landing site of the noun is then between B and C.

(52) Comitative

T

F  Instrumental

RS

E Dative

N

D Genitive

C
NP* Accusative

T

N B Nominative

/\
A NP*

T~
.N ...

This gives the two following sub-classificatory trees for the set of cases (K)
and the set of functional prepositions (P):

(53 a. b. K: A
/\ non_B
non— | ‘
Nominative Accusative

Gemtlve

non E

Datlve /\

non—

Instrumental Comltative

In (53a), only structurally adjacent functional adpositions can be syncretic.
Bulgarian instantiates two of these syncretisms. Genitive and dative are ex-
pressed by the preposition na ‘to/of,” and instrumental and comitative are
expresed by the preposition s (the same syncretism as English) ‘with.” Both

22The distinction between nominative and accusative is made only with definite
DPs.
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adpositions select for the accusative case (composed of A,B), showing that
noun movement has crossed these two features.?

In the Bantu language Kiitharaka (Muriungi 2006), spoken in Kenya,
the noun bears no dedicated case morphology when it is a subject or a di-
rect/applied object. Then there are three prepositions. Genitives are marked
by the so-called associative marker a. Another preposition, kiri, marks (broadly)
animate goals and sources (e.g. take/throw something to John), similar to
what a subset of datives would do in my native Czech. The last one of the
prepositions is na, which marks the instrumental and comitative. There are
no other prepositions, spatial markers are postpositional. Kiitharaka then
appears similar to Bulgarian, except that there is no genitive/dative (prepo-
sitional) syncretism.

As the next example, consider German. German has four cases: nom-
inative, accusative, genitive, dative. Instrumental and comitative are each
expressed by a preposition, which turns out to be the same: mit ‘with.” In
both cases, it attaches on top of a dative noun. In theoretical terms, the noun
(phrase) in German moves above D (the topmost feature of the dative case),
partitioning the universal functional sequence into two bits: P = {E,F}, K =
{A, B, C, D}. K is spelled out as dative on the noun, and mit ‘with’ spells
out either E only (instrumental), or both E and F (comitative).

So far, we have seen examples of all predicted syncretisms among the
oblique cases, except for the syncretism of DAT/INS. To fill the gap, I turn
to Gitksan, a Tsimshianic language spoken in Canada (Hunt 1993, Peterson
2007b). In this language, all case marking is prefixal, hence, no NP* movement
across the case features takes place. There are two classes of nouns: proper
nouns, and common nouns. The common nouns are always preceded by the
so-called connective ¢ (sometimes written also as hl), and as such they occur
in the absolutive, ergative and genitive environments.?* In the dative and
instrumental, a preposition ?a precedes the connective ¢, yielding a complex
preposition ?a-L The whole paradigm is given in the first column of the table
(54). I also note here that I equal the absolutive case with nominative (in
Gitksan), but this assumption is not crucial.

(54) Gitksan marking
COMMON PROPER

ABS=NOM 1 t
ERG/GEN 1 s
DAT/INS  ?at Ta-s

ZSource: Marina Pantcheva (p.c.).

24The connective is enclitic, and it is written as a part of the immediately preceding
word. However, it belongs to the following noun morpho-syntactically. The same
remarks apply to the two following connectives s and ¢ which appear with proper
nouns.
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The proper nouns are preceded by the connectives ¢ in the absolutive, and
by s in the ergative and genitive.?> The dative/instrumental preposition ?a
attaches to the genitive form, yielding 7a-s. In Gitksan, we thus witness
two facts of interest. First, we have an example of a DAT/INS prepositional
syncretism, an option predicted by the theory.?S Second, we have seen that
the DAT/INS preposition ?a stacks on top of the genitive marker. This latter
fact can be nicely captured by the proposed decomposition, since both dative
and instrumental in fact contain a genitive. I turn to this issue in the next
section.
The facts are summarized below:

(55) Prepositional syncretism

NOM ACC GEN DAT INS COM
English — — of to with with
Bulgarian —— — na na S S
German — — — — mit mit
Kiitharaka — — a kiri na na
Gitksan 1/t (BErG) 1/s ?a+GEN ?at+GEN 7
Maasai — — — t- t- t-

I do not know of problematic cases of prepositional syncretism, but this
topic is much less studied in the literature than case syncretism. As a result
of that, I might have missed some counterexamples. Conclusion: functional
prepositions show the same types of syncretism as case suffixes. This is because
P and K are made of the same ingredients, another consequence of the initial
setup.

1.6 Containment

In the proposed case representation, there are structural containment rela-
tions among cases. Thus, the accusative contains the nominative, the genitive
contains the accusative (and by transitivity also the nominative) and so on.
Straightforward evidence for this can be provided by languages which show
the proposed structural containment morphologically.?” In fact, the account

Z>Hunt (1993) proposes that the genitive is built on top of the nominative, i.e., it
corresponds to s-t. Consequently, the DAT/INS form would be ?a-s-t. I do not reflect
this here, since the ¢ is never pronounced in such examples (and Hunt has to introduce
a special morpho-phonological rule which deletes this -¢). The reasons given in Hunt
(1993:p.16-17) for assuming an underlying -¢ are inconclusive to my mind. Nothing
hinges on this here, though.

26pAT/INS/COM prepositional syncretism is attested also in Maasai, Nilo-Saharan
(Storto 2003:ex.7, Koopman 2003).

2TSimilar cases of morphological containment serve as a motivation for syntactic
decomposition in related proposals by Bobaljik (2007) and Pantcheva (2008a).
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predicts such containment to be not only possible, but also puts restrictions
on such a compound expression of case:

(56) Universal (Case) Containment:

a. In the Case sequence, the marking of cases on the right can
morphologically contain cases on the left, but not the other way
round.

b.  The Case sequence: NOM — ACC — GEN — DAT — INS — COM

The positive evidence is clearest for the oblique cases, where we often see the
combination of two morphemes: a functional preposition and a case suffix, as
reviewed in the sections above. Thus, in Russian, the comitative is expressed
by a functional preposition which attaches on top of the instrumental (show-
ing that the comitative contains the instrumental). In German, instrumental
is expressed as a functional preposition and a dative (showing that the in-
strumental contains the dative). In Arabic, the dative li ‘to’ (and also the
instrumental bi, among other meanings ‘with’) attach on top of the genitive.
Finally, in English or Bulgarian, all oblique cases are based on the accusative.
I sum up below:

(57) Case containment

language case expression
English  GEN  of + AcC
Arabic DAT i + GEN
German  INS mit + DAT
Russian comM s + INS

Such examples have the structure P-N-K, i.e., with a noun intervening between
the two markers which spell out case. This is the most common scenario,
since once the case features are at the same side of the noun, they tend to
be packaged together in a single morpheme. However, even in these instance
examples of containment occur; I have given above a P-stacking example from
Gitksan (P-P-K), and I mention some examples of N-K-K containment in the
next chapter, see §2.6.2.

1.7 On (no) variation in case assignment

The present view takes case to be a universally present set of syntactic projec-
tions, rather than a feature of the noun. This allows for a neater approach to
language variation. Consider the following pair of examples from van Riems-
dijk (1983):
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(58) a. ein [ihm  ungeldufiges | Wort
a  he.DAT unfamiliar ~ word

b. a word unfamiliar {*@/to} him

For van Riemsdijk (following Chomsky 1981), case is a feature of the noun,
which is not projected in syntax. From that perspective, the German exam-
ple (58a) represents a case where an adjective is complemented directly by an
(extended) NP. This option is unavailable to English, shown in (58b), where
adjectives only allow PP complements. Adopting further the proposal that
NPs must be licensed by case, van Riemsdijk is led to conclude that the dif-
ference between English and German is that adjectives in German can assign
case to their complement, while English adjectives can’t.

This is certainly a possible way to approach the variation, but it leads
to the following question (posed by van Riemsdijk himself): “why does there
appear to be a correlation between the existence in a language of morphological
case system and the possibility for adjectives to assign case?” (p.223)

The answer to this question is clear in a theory where dative is projected in
syntax. In such case, adjectives in German and English select for exactly the
same constituent, the dative, and they differ in the height of N-movement. The
extended NP in German moves above the dative, which leads to the existence
of (i) a “rich” case system, and simultaneously (ii) it gives the impression that
the NP is selected directly. In English, the NP stays low, which leads (i) to
the emergence of the preposition, and at the same time, (ii) the impression
that adjectives select for PP.

This view also gains support from the syntactic behavior of such phrases.
If (for instance) dative-like arguments must project a PP in English, but they
need not do that in languages such as German, we would expect that the
presence of the additional P projection in English will lead at least to some
syntactic consequences. However, as Reza¢ (2008) observes on the basis of his
study, this is not the case. Whether oblique case is expressed by a preposition
or by a suffix “is irrelevant to its syntactic behavior” (p.87). This is predicted
if every language projects the same features in syntax, and languages differ
only in the height of noun movement. This state of affairs is, however, not
predicted by the traditional approach. That is because that approach makes
a distinction between cases and functional prepositions, taking case to be a
feature of the noun, but understanding functional prepositions as projected in
syntax.

The present approach is also more plausible in view of the fact that vari-
ation comparable to (58) can be found within a single language, as in the
Bulgarian paradigm (59). In (59a) (compare (58a)), we see an adjective whose
argument is expressed by the dative clitic mi. (The clitic leaves the AP and ap-
pears adjacent to the verb, the clitic position in Bulgarian.) In (59b) (compare
(58b)), the argument is headed by a lexical noun, in which case a preposition
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must appear.

(59) a. Tazi dumami e nepoznata.
that word I.DAT is unfamiliar
‘That word is unfamiliar to me.’
b.  Tazi duma e nepoznata {*) /na} Kamen.
that word is unfamiliar to  Kamen
‘That word is unfamiliar to Kamen.’

Under van Riemsdijk’s view, adjectives in Bulgarian can assign case to clitics,
but they cannot assign case to full nouns. The question is, of course, where in
the grammar this is stated, and whether any restriction can follow from this.

Under the alternative view, the variation is a matter of movement: clitics
move higher within the extended NP than full nouns. We know independently
that clitics occupy positions which are different from those of full nouns (see,
e.g., Cardinaletti and Starke 1999), and hence the emerging picture seems
more plausible also on these grounds.

1.8 The computation of case

The present view has interesting consequences for a theory of case computa-
tion, i.e. the question of how a noun comes to bear a particular case in a given
syntactic context. In particular, the expanded representation of case proposed
here eliminates in some cases the need for its computation. In order to state
this in more precise terms, and also in view of certain proposals to be made
later, let me start by a brief terminological and classificatory remarks.

I will be using here the term case selection (k-selection for short) in order
to refer to the relation between a syntactic context on the one hand, and the
case marking required by this context on the other. For example, I will be
saying that the preposition mit ‘with’ in German k-selects the dative on its
object, or that the finite T in English k-selects the nominative. The purpose
of introducing this notion is to avoid any implications concerning the nature
of this relation.

Specifically, most current theories understand k-selection as case assign-
ment, i.e. as an addition of either a feature, or the value of a feature (Chomsky
1998, Reza¢ 2004, Marantz 1991, McFadden 2004, Matushansky 2007, Peset-
sky 2007, Kayne 2004, Jayaseelan 2007). There are important differences
among these theories concerning the implementation, but I gloss over that
here. Instead, I contrast these theories with another broad class of approaches
where arguments are base-generated bearing a case. An example would be the
checking theory of Chomsky (1995b) or the “licensing” theory of Neeleman and
Weerman (1999).
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(60) Classes of theories: k-selection

N

assignment base-generation
theories theories

With the territory thus devided, it is clear that the account of functional
prepositions offered above belongs in the camp of base-generation theories of
k-selection. This said, however, there is also one significant difference which I
turn to below.

1.8.1 K-selection by functional prepositions

In current practice, both classes of theories are “relational:” case is deter-
mined by a relation between the extended NP and a k-selector. This practice
reflects traditional conceptions, according to which nominal case is a category
designed to represent or reflect syntactic relations the noun enters into. As
Blake (1994:p.1) puts it: “Case is a system of marking dependent nouns for
the type of relationship they bear to their heads.”

In traditional grammar, and in the theories I know, the same relational
approach carries over to functional prepositional phrases. I quote Blake again
as a textbook example: “Cases can also be governed by prepositions or post-
positions” Blake (1994:p.2). Thus, the preposition of in English is said to
govern the accusative, and mit ‘with’ in German can be said to govern the
dative, where the accusative/dative marking on the noun is understood as a
reflex of the dependent status of the noun on the preposition.?®

This view on functional prepositions has been also incorporated in the
generative theories. As an example, consider the proposal by Rooryck (1996).
His paper attempts to analyze prepositional phrases with functional preposi-
tions within the “minimalist assumptions about Case marking (checking) as a
Spec-Head relation” (p.226). To achieve this, Rooryck proposes that the DP
complement of the functional adpositions must check its case by moving to
the Spec of the functional preposition, as depicted in (61):%

ZFor instance, Vincent (1999) takes this view to be so uncontroversial that he uses
it to argue that there is in fact no (categorial) distinction between functional and full
prepositions: “[an] objection to treating case-marking uses of apparent prepositions as
nonprepositional lies in the fact that, in those languages that have overt morphological
case, both types assign their own case” (p.1115).

29(61) is from Rooryck (1996:2b). Rooryck argues that movement targets a right
Spec. Of course, there are LCA compatible renderings of such a structure, the crucial
point here is only that the DP checks case in Spec,FP.
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(61) FP
F’ DP
T~
DP FO the house
|
the house  of

In the approach proposed here, however, k-selection by functional adpositions
is non-relational, and amounts to selection in the functional sequence. Thus,
functional prepositions combine with the right case in exactly the same way
as T (or Aspect, or simply the relevant head) selects for vP. The need for
any relational mechanism of case assignment or checking beyond complement
selection disappears.

This is illustrated in (62): of is the spell out of the feature C, which comes
on top of the constituent corresponding to the accusative in the functional
sequence. The accusative, null in English, is spelled out as a case suffix on
the raised NP*. The fact that of k-selects accusative is a consequence of the
proposal that NP* in English moves to the position between the features B
and C.

(62) Genitive

P* Accusative = acc

N

B Nominative

/\
A NP*

Similarly in (63), the German mit spells out the topmost instrumental feature
E, and this feature in turn comes directly on top of the dative in the functional
sequence. The dative is spelled out as a suffix on NP*, a consequence of the
proposal that NP* in German moves to the position between these features.
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(63) Instrumental

\ NP* Dative = dat

RN

D Genitive

RN

C Accusative

N

B Nominative

Thus, while the present account of k-selection in functional adpositions belongs
to base-generation theories, it differs from accounts such as Rooryck (1996)
in that it is non-relational: the movement of NP* does not establish any new
relation between the features spelled out as P and those spelled out as K.
I reflect this reasoning by splitting the base-generation approaches into two
branches in the tree below, and also indicate schematically where the current
theory belongs.3°

(64)  Classes of theories: k-selection

T

assignment base-generation
theories theories

relational non-relational

the current
account of
functional

prepositions

For functional prepositions, k-selection thus reduces to the functional sequence
and noun movement within that sequence, independently needed tools. No
special mechanism of assignment or checking is needed to account for these
data: in this domain, the fine-grained representation of case eliminates the
need for its computation. This has been enabled by the assumptions (65a,b).
(65a) makes sure that case features can be split by movement, and (65b)

30T do not split the assignment theories, since they cannot be sub-divided in the
same way. If case is assigned, it is always assigned by something, and hence, the
assignment theories are relational by definition.
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negotiates the terms of the division.

(65) Components of the theory

a. Individual cases are built from atomic features by Merge
b. The features are ordered in a universal functional sequence

In addition to the reduction of the computational load, the theory makes a
prediction concerning the case that functional prepositions assign. Consider
this on the example of German. Since dative is expressed as a suffix, NP*
moves above the dative. There is no instrumental, and thus, NP* lands below
instrumental. From these two statements, it naturally follows that the instru-
mental feature is spelled out as a functional preposition which k-selects the
dative case.

In general terms, the prediction is that functional prepositions should al-
ways k-select the “biggest” case a language has, because that is where NP*
movement stops. Consider briefly additional examples reviewed above: Rus-
sian has the instrumental as the biggest case, and the comitative preposition
k-selects the instrumental. In Arabic, GEN is the biggest case, and it is also
the case k-selected by the functional prepositions: the dative Ii ‘to,” and the
instrumental bi, among other meanings ‘with.” I summarize the examples in
the table below, a similar table that we saw in the preceding section:

(66) K-selection by functional prepositions

language NP* moves above k-selection

English  Acc ACC (of, to, with)
Arabic GEN GEN (li ‘to’, bi ‘with’)
German  DAT DAT (mit ‘with’)
Russian  INS INS (s ‘with’)

For almost all of the languages I looked at, the prediction is borne out, and
counterexamples are rare. The only clear counterexample I know of is the
preposition me ‘with’ of Modern Greek, which assigns accusative instead of the
otherwise available genitive (see Lechner and Anagnostopoulou 2005). Leaving
this problematic example (and possibly others) aside for now, the conclusion is
that the proposed account not only simplifies the picture theoretically, it also
makes a fairly accurate empirical prediction concerning the case k-selected by
functional prepositions.3!

3'Within the confines of the present model, languages like Modern Greek call for
the introduction of an additional principle with the effect that the NP* does not raise
as high as otherwise possible. Instead, for reasons to be determined, NP* has to land
lower, i.e., right above the accusative in the case of Modern Greek. An account of
this fact will be provided in the next chapter (§2.9), once I introduce the so-called
Anchor condition on spell out.
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1.8.2 K-selection in VPs: the Peeling Theory

Consider now how k-selection can be implemented beyond the domain of func-
tional adpositions, granted our decompositional approach. As a starting point,
I note that while a relational theory of k-selection has been abandoned for func-
tional prepositions, I adopt it for k-selection in other domains. The reason is
that k-selection outside of functional PPs does not concern the height of NP*
movement, but the size of the constituent required by a K-selector. To give
an example: the finite T k-selects the nominative constituent across languages
irrespectively of how high the NP* moves within a particular language.

While adopting the relational approach, the plan is to stay within the
camp of base-generation theories:

(67) Classes of theories: k-selection

assignment base-generation
theories theories

relational non-relational

beyond functional
functional prepositions
prepositions

The reasons to adopt a base-genaration account are both technical and, as
we will see later, empirical. On the technical side, the difficulty we face is
constituency. We have to base-generate an NP* without case features, and
stack an appropriate number of them on top of that NP* in the course of the
derivation, with each feature a separate head. To achieve this, one possibility
would be to give up the Extension Condition of Chomsky (1995b), i.e. the idea
that merge always applies to the root node. (See Rezac 2004:ch.5, Sportiche
2005, Pesetsky 2007 for theories along these lines.) Alternatively, we have to
make recourse to heavy remnant movement (similar to what has been proposed
in Kayne 2004).

From this perspective, base-generation theories are a better match for the
current model of case decomposition, since they do not meet with the con-
stituency problem (at least not in the form encountered above). To show this,
I first try to integrate the proposed decomposition within the checking theory
of Chomsky (1995b). Then I observe certain shortcomings of the combina-
tion, and show that the facts fit more neatly in the Peeling theory of case, as
proposed by Starke (2005).

In Chomsky’s checking theory, DPs are base-generated bearing a particular
case. Ireflect this in the tree below, see (68), by merging the subject and object
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in their respective positions as constituents of the relevant size. To ensure
convergence, the DPs must check their case against a particular k-selector by
either overt or covert movement. I gloss over the details here, and call the
nominative k-selector S-Nom, and the accusative one S-Acc (S for k-selector).
The accusative k-selector is assumed to be higher than the base-position of the
subject, for details concerning the crossing paths of movement see Chomsky
(1995Db).

(68)

This proposal ensures, for instance, that in a regular transitive sentence, there
would be no convergent derivation if the subject was base-generated in the
accusative. If that was the case, the movement of the Acc constituent to
Spec,S-Nom would not lead to a proper checking relation, and the derivation
would crash.?? Similarly if the object was generated in nominative, checking
in Spec,S-Acc would fail. To conclude, there does not seem to be a major
theoretical obstacle for integrating the present proposal within the checking
theory.

However, I do not adopt the checking theory as highlighted above for rea-
sons that will be discussed in more detail in ch. §4. In a nutshell, the checking
theory as it stands is incapable to deliver certain empirical generalizations
which connect k-selection and the proposed decomposition. In particular,
there is an obvious connection between the syntax of nominative (the most
prominent structural case), and the representation of nominative (the smallest
case). However, this connection is immaterial for the checking theory, since
it only requires that there is a match between a k-selector and the case of a

32This, of course, depends on the definition of the proper checking relation. In
the present case, we would have to require that a proper checking relation can only
involve the top-most feature of the Spec.
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DP, regardless of the size of the case. Hence, a theory which delivers such
and similar connections between representation and computation would be
preferable.

Apart from this, there are some issues of more technical nature. Consider
passive structures. In passives, the object ends up nominative, because the
accusative assigner is assumed to be missing (as well as the external argument
in Spec,vP). Consequently, in order to reach convergence, the object must be
base-generated in nominative. This means that the same V must be allowed
to merge with constituents of different sizes. However, one would like to keep
the constituent selected by V constant, in order to ensure that the argument
which is promoted to nominative in passive is — in a technical sense — the same
constituent which ends up as an accusative object in the active.

It turns out that there is an interesting way to achieve that. Suppose,
then, that both in the active and in the passive, the object is always base-
generated as an accusative. This entails that in the passive, it must raise to
Spec,S-Acc. However, the external argument is not projected in the passive
(or demoted, in any case unable to move to Spec,S-Nom), and hence, there is
no argument to raise to Spec,3-Nom. What Starke proposes is that it is just
in this case that the nominative constituent can and must sub-extract from
within the accusative, and land in Spec,3-Nom:

The derivation represents an interesting alternative to (68) for several reasons.
First, it allows the object to be always base-generated as a constituent of
the same size. Second, it holds the potential of explaining why nominative
has to be small: since raising can strand layers of case, and nominative is the
product of such raising, it must be small rather than big.
Third, the derivation also leads to the following prediction: when the S-
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Nom position is projected, the object will be marked accusative only if its
raising to this position is blocked by a different argument. This conclusion is
desirable. It represents a generalization which emerged from later reformula-
tions of an initial observation by Burzio, known as Burzio’s generalization (see
Burzio 1986, Yip et al. 1987, Marantz 1991, and Woolford 2003):

(70)  Woolford (2003:ex.4): New Descriptive Generalization:
The object gets nominative Case when there is no (nominative) sub-
ject

Most theories account for (70) by formulating conditions on the assignment
of the accusative case (as in the original approach by Burzio). The Peeling
theory offers a different perspective. The accusative is always assigned to the
object, but it can be lost due to a further raising to nominative. (70) states
when this happens: the nominative position is projected, but left unfilled. The
nominative then sub-extracts from within the object to satisfy a requirement
of the attracting position.

The movement of the internal argument to the nominative position strands
a layer of case, as a result of which the argument is “peeled.” Hence, the
Peeling theory of case. The gist of the theory is that any movement looks
exactly like the second step of the derivation, and that this follows from a
general condition which I will call “Criterial Freezing,” following Rizzi (2004):
a phrase which lands in a checking position (the Criterial Position in Rizzi’s
terms) is frozen, and cannot move any further. However, sub-extraction from
within that phrase is possible, because lower features have not reached their
Criterial Position yet.3® Note also that Rizzi (2004) motivates his Criterial
Freezing by A’-movement processes, and thus, Peeling type of movement is
not specific to case theory.

The combination of the Peeling theory and the proposed decomposition
has strong predictions. In particular, case can change only from “bigger” to
“smaller:” there can be no change of nominative to dative (as this would be a
type of an “improper movement”), but the reverse is expected (and attested,
as I argue later). I spell the prediction out as (71):

(71) Peeling and the Case sequence:

a. In the Case sequence, case on the right can change to any case
on its left under movement, but not the other way round.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

331 comment on certain differences between Peeling and Criterial Freezing in ch.
§4.
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1.9 Conclusions and Prospects

To round up: I have started with the discussion of case syncretism, and I
have argued that syntax has the right generative capacity to constrain (case)
syncretism in a way that yields the so-called Universal Contiguity. (Universal
Contiguity is further discussed in chapter §8 and §2.) This conclusion led me
to adopt Starke’s nanosyntactic view and propose that individual cases are
built of features which are arranged in a hierarchy, the functional sequence.

The proposal leads to a number of empirical predictions. One which I
have addressed in this chapter concerns the interaction of the decomposition
and NP* movement. Taking the theory by Cinque (2005) for granted, I have
shown that the account makes very specific predictions concerning the division
of labour between functional prepositions and case suffixes. First of all, the
inventory of case suffixes a language has is not random, and increases in ac-
cordance with the Case sequence. Second, the same syncretism patterns that
were observed for case markers are attested for functional prepositions. The
correctness of these two predictions strongly supports the plausibility of the
initial account.

The proposal also reduces the theoretical apparatus due to the fact that
k-selection by functional prepositions reduces to functional sequence and NP*
movement within that sequence. When it comes to k-selection in VPs, I have
shown that the current “split-K” proposal is compatible with existing base-
generation theories, Chomsky’s checking theory in particular. However, there
are connections between the syntax of case and its feature composition, which
are not captured by the checking theory. For instance, the fact that nominative
and accusative are the “smallest” cases in the proposed decomposition is very
likely connected to their syntactic behavior; yet this correlation does not follow
from anything in the checking system.

I have thus sketched the essence of a new theory of k-selection (and move-
ment in general) due to Starke (2005), namely the Peeling theory. One of the
interests of the theory is that it derives the fact that accusative marking on
the internal argument is dependent on the presence of a higher nominative,
a generalization which is in line with later reformulations of an initial obser-
vation by Burzio (Burzio’s generalization). In ch. §4, I explore the Peeling
theory in more detail, and argue that it accounts for the observed interactions
between the case decomposition and the syntax of case.

Perhaps the most exciting, yet the most difficult part of any work on case
is to work out the semantics of cases, and the individual features a case is
composed of. I take up part of this issue In chapter §5, and I propose that
the feature which derives the dative from the genitive introduces a change of
state semantics. If this is correct, then this particular part of the syntactic
decomposition shows compositional mapping from structure to meaning.

For the immediate future, however, I turn to Spell out, the packaging
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strategy of grammar which wraps all the case features — stretched in a long
line — into morphemes.

1.10 Appendix: The case sequence

This appendix contains the five empirical hypotheses which were proposed in
the course of this chapter, each of which is sensitive to the same Case sequence.
What I have proposed is that these effects can be unified if the Case sequence
equals to the functional sequence.

(72) Universal (Case) Contiguity:
a. Non-accidental case syncretism targets contiguous regions in a
sequence invariant across languages.
b.  The Case sequence: NOM — ACC — GEN — DAT — INS — COM

(73) The inventory of case suffizes:

a. If a given case in the Case sequence is a suffix, all cases to its left
(if present in the language) are also suffixed.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

(74) Universal Contiguity (Functional prepositions):

a.  Only adjacent prepositional markers show systematic syncretism
in the Case sequence.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

(75) Universal Containment:

a. In the Case sequence, the marking of cases on the right can
morphologically contain cases on the left, but not the other way
round.

b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

(76) Peeling and the Case sequence:

a. In the Case sequence, case on the right can change to any case
on its left under movement, but not the other way round.
b.  The Case sequence: NOM — ACC — GEN — DAT — INS — COM
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Chapter 2

Spell out and the architecture
of nanosyntax

2.1 Introduction

The purpose of this chapter is to explore (post-syntactic) spell out, the mecha-
nism by which morphemes relate to syntactic features (McCawley 1968, Halle
and Marantz 1993, Starke 2005). This discussion is necessary in view of the
proposal by which I have spread the case features across several terminals,
without there being a widely known mechanism which allows for multiple ter-
minals to be swallowed by a single morpheme. In presenting such a mechanism,
I draw mainly on Starke (2005) and propose that morphemes are allowed to
spell out non-terminal nodes, which accounts for the mismatch between the
number of terminals and the number of morphemes (see also McCawley 1968,
Weerman and Evers-Vermeul 2002, Neeleman and Szendr6i 2007).

The existence of phrasal spell out, which I defend here, has been recently
argued against by Embick and Marantz (2008), who claim that only termi-
nal nodes can be spelled out. However, I show that the abstract test cases
which Embick and Marantz (2008) claim to provide evidence against the non-
terminal spell-out, actually provides evidence in its favor. Further, I show that
the architecture of grammar can be simplified if phrasal spell out is adopted.
In particular, the need for certain morphological operations proposed within
the framework of Distributed Morphology (Halle and Marantz 1993) disap-
pears. Since these operations are assumed to operate in a separate module
of the grammar, the module itself becomes emptier and we make important
steps towards its elimination. The organization of grammar which emerges
(the proposal is due to Starke 2005) is such that the interface between syntax
and phonology is direct, mediated only by lexical access. Not only is there no
lexicon before syntax, there is no morphology after it; it has been consumed
by syntax.

o1
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On this view, then, syntax starts from a large number of atomic meaningful
features which are combined by Merge into a “big tree.” The tree is responsible
for aspects of grammar which are traditionally considered not to be part of
syntax proper. Besides the domain of the traditional morphology, it covers
much of what is traditionally thought of as formal semantics. For instance,
the end-product of syntax can be a collection of features which says that “a
discourse salient plurality of animate individuals caused a certain amount of a
mass individual to undergo a process as a result of which the mass individual
changed location.”! This module is called SMS by Starke, which stands for
Syntax-Morphology-Semantics.

The structure generated by SMS is handed over to the lexicon. Via lexical
access, the tree is translated into two distinct representations: phonological
representation, and conceptual representation (on which I remain silent here).

(1)  Starke’s Version of the Y Model of Grammar

atomic features

Merge
s SMS
“Big Tree”
Lexicon
PF CF

2.2 Generating a simple paradigm

To see first the mechanics of insertion, let me show how a simple paradigm of
Modern Greek arises, given the decomposition of case argued for here.

(2) Modern Greek, Class I and V (from Alexiadou and Miiller 2005)

anthropos (man, sg.) vun (mountain, sg.)

NOM anthrop-os vun-o
ACC  anthrop-o? vun-o
GEN anthrop-u vun-u

'E.g., The guys poured some water out.
2 Alexiadou and Miiller (2005) give an alternative possibility, -on. Johnston (1996)
does not mention it. I ignore it in the following discussion.



2.2. GENERATING A SIMPLE PARADIGM 53

It has been proposed in ch. §1 that the noun (phrase) moves to a position
such that it c-commands the features which are expressed as a suffix. This
leads to the three following syntactic structures for nominative, accusative and
genitive respectively:

(3) a.  Nominative: " ™

NP* Nominative

N
A NP*x

_

N

b.  Accusative: 7

NP* Accusative

N

B Nominative

PN
A NP*
N

c.  Genitive: 7

NP*  Genitive

C Accusative

O

B Nominative

RN
A NP*

N

These structures are subject to (post syntactic) Spell out. I follow Starke’s
(2005) proposal sketched above and understand Spell out to be a translation
of syntactic structure onto phonological (and conceptual) structure mediated
by the lexicon.® The lexicon thus contains (at least) pairs of the sort <syntax,
phonology>, ignoring conceptual information for now.

If the present proposal is on the right track, the genitive -u (present in
both paradigms) is the pronunciation of the features A, B and C. This can be
encoded by a lexical entry which pairs the constituent containing the features
A, B and C with -u. I will use the symbol < to indicate such pairing.

3This is similar to the theory of Distributed Morphology, Halle and Marantz 1993.
I focus on the differences of the present proposal and DM in later sections.
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(4)  /-u/ < Genitive
C Accusative

B Nominative

|
A

The entry (4) takes the structure (3c) as an input, and produces -u as an out-
put; that is because the “genitive” constituent in (3c) (created by evacuation
of the noun) matches the right part of the entry (4). “Matching” can (for now)
be understood as an identity of the syntactic node to be spelled out and the
lexical entry, with a proviso made for traces. In (3c), the feature A has a trace
for its sister, but the lexical entry does not mention the trace. Henceforth,
traces are ignored in judging identity.*

Both paradigms also feature the accusative -o, a lexical entry of which I
give in (Ha).

In the nominative, there is a split: anthropos has the nominative ending
-0s, see (5b), while vuno persists with -o. To account for the split, I include a
contextual specification (introduced by “/”) for -os, to limit its application to
the relevant declension class. While the nanosyntactic theory ultimately does
not use contextual specifications of the sort given in (5b), I include it here for
ease of discussion, and replace it only later.®

(5) a. /-0/ < Accusative

B Nominative

|
A

b. /-0s/ < Nominative / anthropos class

|
A

What about the nominative -0 of vuno? Does it need a separate entry? So
far it does, because things work in such a way that a syntactic constituent
can be targeted only by an entry which (as a whole) is identical to it. That
makes (5a) a bad candidate for (3a). However, we can allow (5a) to appear in
the nominative, if we relax our definition of matching beyond identity. I thus
follow Starke (2005) and propose that the lexical entry matches a syntactic
tree if it contains that tree (ignoring traces). In such case, the nominative

4An alternative would be to include traces in the lexical entry.

5The idea is that apart from case features, the entries spell out features relevant
to the determination of the declension class. The work of Taraldsen (2009¢) on Bantu
noun classes shows that at least four distinct projections must be distinguished in
this domain.
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constituent in (3a) can be lexicalized by (5a), because (5a) contains the tree
for nominative. (The relevant subpart of (5a) excludes B and its projection.)
The principle I have just described is what Starke (2005) calls the Superset
Principle:% 7

(6) The Superset Principle, Starke (2005): A phonological exponent is
inserted into a node if its lexical entry has a (sub-)constituent that is
identical to the node (ignoring traces).

Now that we have relaxed the identity requirement, we see that -o can not
only appear (correctly) in the nominative of vun-o, but also (incorrectly) in
the nominative of anthrop-os. In fact, when it comes to the nominative of
the Greek noun ‘man,’ three different exponents can be inserted: the genitive
-u (see (4)), the “accusative” -o (5a), and the nominative -os (5b); this is
because each of the entries contains a constituent identical to the nominative.
However, only the last one of them actually appears there.

The situation is resolved by the Elsewhere Condition, which, as we have
concluded in chapter 1, must be part of Spell out:

(7) The Elsewhere Condition: In case two rules, R; and Re, can apply in
an environment E, R; takes precedence over Ry if it applies in a proper
subset of environments compared to Ra.

Now given that -o, see (5a), can apply in both nominative (A) and accusative
(A,B) (as witnessed by the paradigm vun-o), it loses to the rule introducing
-0s, see (5b), in case both can apply. The reason is that (by the Superset
Principle,) -os applies in a proper subset of environments than -o.

The same reasoning extends to competition between -u (4) and -os; the
rule introducing -os applies in a proper subset of cases compared to -u, and
hence, -u loses where both are applicable. There are more assumptions to
come concerning spell out; however, let me first go through the beneficial
consequences that we can experience right away.

5The name is inspired by the Subset Principle of Distributed Morphology (see,
e.g., Halle 1997 for a classical formulation), which allows matching in the opposite
case, i.e., just in case the syntactic node contains the lexical entry.

"The idea of non-terminal spell out is also proposed in Weerman and Evers-
Vermeul (2002) and Neeleman and Szendréi (2007). For work related to Starke’s
proposal see Ramchand (2008), Taraldsen (2009¢), Pantcheva (2008c), Taraldsen
(2009b), Abels and Muriungi (2008), Muriungi (2008), Lundquist (2008), Jabtoriska
(2007), Basié¢ (2007) and Fébregas (2007).
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2.3 Deriving the Universal Contiguity

Consider now how the proposed system derives the Universal Contiguity. To
see that it does, suppose that we want to encode a syncretism which would
violate it: the nominative and genitive are the same to the exclusion of the
accusative, as in (8). If it turns out that such a syncretism cannot be encoded
by the Spell out system operating on the proposed decomposition, we will
prove that the system derives Universal Contiguity.

(8) An offending paradigm

case form

NOM «
Acc  f3
GEN «

To generate the offending paradigm, we have to come up with an entry A
which can appear both in the genitive and the nominative. Such an entry is

(9)-

O ol e 5>

A

By the Superset Principle, the entry can spell out the genitive (C, B, A), the
accusative (B, A) and the nominative (A). The range of applicable environ-
ments is shown in (10):

(10) The applicability of «

case form

NOM «
ACC «
GEN «

Now we need an entry which can spell out the accusative (B, A) but not
the genitive (C, B, A). Such an entry will provide a perfect match for the
accusative, and due to competition, remove it from the set of cases where the
“genitive” entry (9) applies. Such an entry is given in (11).

1) Beg
A

However, the the entry (11) can also apply in the nominative (the feature [A]).
Hence, the entries (9) and (11) clash not only for the accusative, but also for
the nominative:

(12) The applicability of « and /3
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case form

NOM «, 3
ACC  «, 3
GEN «

In such a situation, the rule introducing (3 takes precedence over « also in the
nominative, because it is a better match:

(13) The paradigm generated

case form

NOM &, [3
ACC &, 3
GEN «

Thus, whenever we get « in the genitive and § in the accusative, we necessarily
get § also in the nominative. This leads to the result that the system derives
the Universal Contiguity, because it is unable to generate paradigms which
violate it.

2.4 Eliminating Fusion: Negation in Ko-
rean

The Nanosyntactic conception of spell out and grammar in general has com-
mon points with the theory of Distributed Morphology (Halle and Marantz
1993 and much subsequent work). What is shared is the assumption that
lexical insertion is post-syntactic, and that the lexicon is seen as a passive
list of instructions mediating between the syntactic structure and the output
systems: PF and CF. However, there are also significant differences between
the two models.

For instance, most of the work done within Distributed Morphology as-
sumes that insertion is restricted to terminal nodes. More importantly (and
partly as a consequence of the first assumption), it is assumed that the map-
ping from syntax to pronunciation is not isomorphic. A number of operations
have been proposed which adjust the syntactic structure before and after in-
sertion takes place, see Embick and Noyer (2007), Harley and Noyer (1999).
These operations are located in a separate module of the grammar, called
Morphology.

The point of this section is to show that the need for some of the core
morphological operations disappears, once it is acknowledged that insertion
can target non-terminal nodes. In this section, I show that the spell out
of non-terminal nodes is equivalent to the combination of the morphological
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operation called Fusion and the spell out of terminals.® The implication is
that it is better to have only one thing (spell out) than two things (spell out
and Fusion). Eliminating Fusion is also the first step on the way to make
the morphology module job-less, and thus eliminate the need for it in the
architecture of grammar.

The empirical illustration of the point comes from suppletive negative
forms in Korean, discussed in detail in Chung (2007). The starting point
is the fact that sentences in Korean can be negated by attaching one of the
two negative prefixes ani or mos to the verb (14a,b). Chung (2007) shows
that each of the negations is a head in the clausal spine and the verb combines
with it by syntactic movement.’

(14) a. ca -n -ta
sleep -PRES -DECL
‘is sleeping’
b. mos/an(i) ca -n  -ta
NEG sleep -PRES -DECL
‘cannot sleep / is not sleeping’ (Korean, Chung 2007:ex.1,2,4)

The second relevant fact is that the verb al- ‘know,’ see (15a), does not combine
with any of these markers (15b), but shows a suppletive form molu- instead,
as in (15¢).1°

(15) a. al  -n  -ta

know -PRES -DECL
‘know(s)’

b. *mos/*an(i) al -n  -ta
NEG know -PRES -DECL

c. molu -n -ta
NEG.know -PRES -DECL
‘do(es) not / cannot know’ (Korean, Chung 2007:ex.45)

Finally, if the same verb al- ‘know’ is causativized by -li, meaning ‘inform, let
know’ (16a), the negation switches back to the non-suppletive form (16b), and
the suppletive form becomes ungrammatical (16¢).

8Fusion is an operation which applies to two nodes of the syntactic representation,
and turns them into a single node, which can be subject to insertion.

9The meaning of the negations differs slightly, ani is a simple negation, mos has a
modal component, and means ‘cannot, is not allowed to.” The modal negation does
not have an epistemic reading.

0Chung (2007) shows that for a number of reasons, molu ‘not know’ cannot be
analyzed as a conceptual counterpart of ‘know’ (similar to, e.g., learn and forget),
but as a form which incorporates an independent syntactic negation.
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(16) a. al  -li-

know -CAUS
‘let know, inform’

b. ani /mosal  -li -ess  -ta
NEG NEG know -CAUS -PAST -DECL
‘did not /could not inform’

¢. *molu -li -ess  -ta
NEG.know -CAUS -PAST -DECL
(Korean, Chung 2007:ex.58)

As Chung (2007) points out, the contrast between al- and al-li means that the
effect is not due to phonological contraction under adjacency; the negation
and the root al- ‘*know’ are in the same phonological and linear configuration,
but one “contracts” and the other does not. Rather, the emergence of the
suppletive form is determined by structure. With al- ‘know,” the negation
is a sister to the verb (17a), whereas with al-li, it is not. The verb is first
causativized, the affix being the head, and only later negated, see (17b). (The
structure (17b) corresponds to the scope in (16¢)). Crucially, only when Neg
is the sister of ‘know,” i.e. in (17a), suppletion occurs.

(17) Structures from Chung (2007:exs.81,86)
a. Suppletion:  NegP

N
Neg? VO
|
know
b.  Analytical form: NegP
Neg vP
/\
VO V0
| |

know CAUS

Chung (2007) concludes that within theories like Distributed Morphology,
which allow insertion only under terminals, there is only one (partly) sat-
isfactory solution. We have to propose that the structure (17a) is turned into
a flat node by the operation of Fusion. The procedure is given in (18a), taken
from Chung (2007:ex.82). The lexical entry (18b) is then allowed to apply,
since Fusion has turned the structure into a flat node:'!

" An alternative would be to say that ‘know’ is spelled out as molu- when in the
context of Neg, and Neg is spelled out as @ when in context of molu-. (Such a
solution represents another strategy to mimic phrasal spell out of two independent
head positions, H1 and H2: H1 is said to be spelled out by zero morphology, and at
the same time triggers a context specific allomorph of H2.)
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(18) a. Fusion in Korean: = NegP = [Neg, know]

/\
Neg Vo
|

know
b. /molu/ < [Neg, know]

Clearly, Fusion (as shown in (18a)) cares about two things: (i) constituency
(Fusion merges Neg with the verb ‘know’ only when they are sisters, and not
when ‘know’ is embedded in vP) and (ii) the content of the nodes (Fusion
applies when the V is ‘know,” but not ‘read’).

These are exactly the same properties which fall out from the present
model. Keeping the assumptions about structure constant, the suppletive
form /molu/ has the entry (19): it is the negated form of V, and if we insert
this item, the concept KNOW will be sent to the conceptual form.

(19)  /molu/ & NegP & KNOW

N
Neg? VO

The Superset Principle ensures that the item (19) cannot lexicalize the syn-
tactic structure of the negated causative (17b): the lexical entry does not have
a part identical to it. Hence, insertion must target terminals, and as a result,
al- is chosen as the lexicalization of the V head.!?

To sum up where we are: the insertion under non-terminals achieves the
same results as insertion under terminals augmented with Fusion. Given a
choice between the two systems, spell out of non-terminals is a more parsimo-
nious option, because it renders superfluous one of the operations which are
assumed to take place in a specific morphology module.

In addition, the solution in terms of Fusion leads to a paradox (identified
in Chung 2007:ftn.22), consider the reasoning. On the one hand, Fusion must
precede lexical insertion, because lexicalization targets the structures which
Fusion creates. On the other hand, Fusion happens only when the lexicon con-
tains a portmanteaux for the fused heads. Thus, an operation which precedes
lexicalization is triggered by lexicalization.

On the phrasal spell out hypothesis, this (apparently) paradoxical situation
is in fact the predicted scenario, because “Fusion” of terminal positions into
one morpheme is the product of phrasal lexicalization.!?

12Chung (2007:ftn.22) considers the solution proposed here as a possible alternative
to Fusion, but (correctly) points out that such a solution would not work under the
standard formulation of the Subset Principle. I do not go into the details of why
the Subset Principle fails to deliver the correct outcome here, referring the interested
reader to the quoted footnote in Chung’s paper.

13The paradox is subject to an ongoing research in Distributed Morphology. For
instance, Chung (to appear) proposes that insertion is cyclic, and Fusion applies
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2.5 Bundles and Fission

In many cases, a single morpheme corresponds to a number of features. E.g.,
-s in English corresponds to 3rd person, singular, present tense. In the present
model, this is because the morpheme spells out a constituent which contains
these features. However, if we follow Distributed Morphology and claim that
insertion targets only terminal nodes, the features which a morpheme corre-
sponds to must be located within a single terminal. As a consequence, the
computation cannot start from features, but from collections of features in-
stead. These collections of features are similar to traditional lexical items from
which the syntactic computation starts, and they are called feature bundles
in Distributed Morphology.

While I comment on Distributed Morphology in particular, Starke (2005)
makes his point on a more general level:

“A core component of the Received View of Language is that syntax is a
system which groups pre-packaged lexical units. [...] There is some amount
of debate about the “size” of these pre-packaged lexical units: they are some-
times taken to be “word” (lexicalism), and sometimes “morphemes.” There
is however no debate about the general picture: everybody agrees that there
are some such prepackaged units, and syntax is merely a grouping mecha-
nism operating on them. This conscensus |[...] is indeed one of the very few
assumptions that has remained virtually unquestionned for centuries.

Much recent research however suggests that it is wrong. [...] A wide array
of recent work points to the direction that the atoms of syntax are much
smaller than words or morphemes. From that it immediately follows that
syntax is not merely an “arranger of preconstructed units.” Rather, it both
builds the units and arranges them into larger syntagms.” 4

On the empirical level, there is at least one problematic aspect of feature

between the cycles.

Another relevant contribution to the debate is Siddigi (2006:ch.3). Quite indepen-
dently of the paradox, Siddiqi argues that if Fusion is taken to be the norm (rather
than the exception), then it becomes possible to eliminate some other Morphology
specific devices, like readjustment rules, context specifications of lexical items, as well
as many zero morphemes that Distributed Morphology needs to postulate. I do not
discuss the details, noting only that if the proposal is correct, then these operations
are avoided also under the phrasal spell out hypothesis.

However, the attempt to eliminate some of the Morphology specific operations in
favor of Fusion runs up against the same paradox which has been noticed by Chung;:
Fusion precedes lexicalization, yet it must fail when the lexicon has no suppletive
form. The way Siddiqi deals with the paradox is by including negative specifications
to lexical entries, essentially prohibiting their insertion into certain fused positions.
This is not necessary here, since the (apparent) paradox is explained: packaging of
features is the product of phrasal lexical insertion, and that’s why it can’t happen
when the lexicon has no suppletive form.

MTaken from http://uit.no/castl/projects/2
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bundles. In particular, they lead to the necessity of another operation assumed
within DM: Fission (see, e.g., Halle and Marantz 1993, Halle 1997 for two
distinct conceptions). Fission is an operation which applies to a bundle of
features and splits them into two distinct terminals, each subject to insertion.
Fission is used in cases where features which are assumed to be located under
one terminal (e.g., agreement features) are spelled out by two distinct pieces.
Fission has no motivation in the present approach, which dispenses with the
idea that features are bundled into terminal nodes to begin with; each feature
is a terminal of its own.

As an example of an approach which uses Fission, consider Calabrese’s
(2008) treatment of functional prepositions. Calabrese’s theory formally en-
codes within DM the same intuition which I follow here, namely the idea that
functional prepositions in one language spell out the same features which are
realized as a case suffix in another language. Thus, for instance, mit ‘with’
plus dative in German spell out the same features as the instrumental in Latin
or Russian. In order to implement the idea in a framework which allows in-
sertion under terminals, Calabrese assumes (for independent reasons) that all
case features are located inside a single terminal, and consequently, they can
easily be spelled out by a single marker in Latin or Russian. To account for
the German facts where we have two morphemes, Calabrese proposes that
some of the case features can be split off by Fission to form another terminal,
located to the left of the whole DP.

(20)  Fission in German: _— “_ = />\
NO KO PO
| NO K°

|
[F1, F2, F3]  [F3] [FL‘ F2|

An alternative solution which has no need for Fission, and still follows
the same intuition (namely that mdt ‘with’ in German spells out some of the
features that are spelled out by a case suffix in other languages) has been
proposed in §1.8.1. I repeat it below in (21).

(21) Fission as movement:
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Instrumental

5

| _DP Dative
mit

dative

N

D Genitive

RN

C Accusative

N

B Nominative

The basic difference in the approaches is that in (21), the features of the
instrumental have never formed a “bundle,” and hence, they can be split into
two parts by an independently needed operation, namely syntactic movement.
The reason why the features do not have to form a bundle is because they can
be packaged together by insertion, allowed to target non-terminals.'®

Summing up this section: Distributed Morphology maintains that inser-
tion happens at terminal nodes. Since there are less morphemes than features,
the features must come in packages/bundles which roughly correspond to the
desired output. Sometimes, however, the “same” feature bundle (the instru-
mental case) can receive either one exponent (Latin, Russian) or more than
one exponent (German, English). Hence, the (case) features both must and
mustn’t form a terminal. Fission is introduced to remove the contradiction:
the features do form a terminal, but they can be split after syntax has fin-
ished. In the present system, there is no place for Fission, because features
are not bundled to begin with. The reason why they don’t have to be bundled
is that their packaging can be done at lexical insertion (as in (21)), which is
not restricted by the terminal-only requirement.

15The classical instance of Fission discussed in Noyer (1997) and Halle (1997) is
agreement in Arabic and Hebrew. Also here, movement based alternatives can and
have been pursued, see, e.g., Shlonsky (1989), Fassi Fehri (2000), Nevins (2002). The
starting point of the movement approaches is that there are more positions hosting
agreement, and their ordering is derived by syntax. See also Harbour (2005) for the
defense of Fission.



64 CHAPTER 2. SPELL OUT

2.6 Enriching the theory: Matching vs. Move-
ment

Let me recapitulate where we are in a broader perspective: I have shown
the basic mechanics of phrasal Spell out and we have seen that the proposal
leads to interesting consequences. First, the most important thing is that
in combination with the proposed decomposition of case, it derives the Uni-
versal Contiguity as a theorem. Second, it straightforwardly allows for the
elimination of Fusion and feature bundles, tools which are needed in order to
mimic the empirical effects of non-terminal spell out. It also dispenses with
Fission, since Fission is only needed as a consequence of feature bundles. This
simplifies the overall system, and we have taken a big step towards eliminat-
ing a whole component of grammar where these operations take place. In
the new system, the atoms of syntax correspond to individual features. The
features are packaged together into morphemes by lexical insertion. Lexical
insertion is seen as the only device which maps the syntactic representation
on phonological representation.

In this section, I flesh out the proposal in more detail, taking additional
data into consideration. It will be shown that to incorporate that data, we
must enrich our theory in one of two conceivable directions: either we make
the insertion procedure more powerful, or we make use of movements which go
beyond the ones assumed so far. Each of the alternatives has its own merits
and drawbacks, and I discuss them as we go. Ultimately, I end up enriching the
insertion procedure, and keep the theory of movement due to Cinque (2005).
The core principles of Cinque’s theory are repeated below from ch. 1.

(22) Rules of movement: Cinque (2005)

a. Movement is only to the left

b.  Move only constituents containing the head-noun'®

The main motivation for the decision to enrich the insertion procedure
is the desire to show that Spell out of non-terminals is a useful tool which
can work well together with current theories of movement and constituent
structure. Revising these theories under the influence of non-terminal spell out
(and the constituency its strong version requires) is a step that can be taken
later. The decision will not have much influence on the analyses proposed in
this thesis, and for the most part, the two types of solution map directly one
on the other.

2.6.1 Right branches

Consider the expression of the comitative in German, given in (23).

16With an exception made for focus related movement.
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(23)  mit dem  Hund
with the.DAT dog
‘with the dog’

Its structure derived by the principles introduced so far is depicted in (24a).
The lexical entry for mit is given in (24b), and it reflects the fact that mit
attaches on top of the dative case, and it is ambiguous between the comitative
and the instrumental. (The instrumental reading arises when mit ‘with’ is
inserted only under the feature E.)

(24) a. Comitative: Comitative

T

F  Instrumental

NP* Dative
dative

RN

D Genitive

RN

C Accusative

N

B Nominative

b. /mit/ < Comitative

N

F  Instrumental

|
E

As things stand, however, mit cannot spell out the two features E and F in
(24a), since the syntactic constituent which containes E and F (the root node
in (24a)) is not identical to a part of the lexical entry. In addition to E and F,
the syntactic constituent contains a NP* and the dative case, which the lexical
entry does not mention. Since this result is empirically incorrect, we have to
make additions. I will now review two possible analyses: first an analysis based
on remnant movement, and then a second possible analysis which enriches the
theory of insertion. I will adopt the latter solution.

Consider another possible derivation of the comitative structure shown in
(25). The NP* first moves on top of the dative (as before), then pied-pipes
the dative across the comitative head, and finally, it is crossed by remnant
movement of the comitative. The derivation is depicted in (25):



66 CHAPTER 2. SPELL OUT

(25)  Comitative:

Comitative

D Genitive

N

C Accusative

N

B Nominative

If this is the correct analysis, we do not have to enrich the theory of insertion,
since each of the morphemes can now be said to lexicalize a separate con-
stituent. (Henceforth, I call such an approach the “rigid matching” approach.)
The problem with the analysis, however, is that the remnant movement of the
comitative violates one of Cinque’s (2005) principles of movement, namely
never to move constituents which do not contain the noun.!”> 18

Another possibility is to revise the theory of insertion, which will allow us
to maintain the Cinque compatible analysis of comitative depicted in (24a).
(Henceforth, I call this approach the relaxed matching approach.) To this
effect, I introduce a separate condition in addition to the Superset Princi-
ple, which relaxes conditions on matching between the lexical entry and the
syntactic structure. The condition on matching is stated in such a way that
the insertion procedure ignores both those constituents which have undergone
spell out, and those which have been moved away.

1"This analysis also changes the present account of Blake’s hierarchy. On the rigid
matching approach, the hierarchy is no longer about the height of NP* movement
(NP* in German crosses D, but not E), but about the amount of remnant movement
(features from E upwards are subject to remnant movement).

18 Another alternative derivation compatible with rigid matching avoids remnant
movement, but introduces rightward movement. Taking (24a) as an input, we can
(string-vacuously) move the NP* and the dative to a right-adjoined position above F,
thus creating the relevant constituent for the insertion of mit.
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(26) The Superset Principle: A phonological exponent is inserted into a
node if its lexical entry has a (sub-)constituent which matches that
node.

(27) Match: A lexical constituent matches a node in the syntax if it is
identical to that node, ignoring traces and spelled out constituents.

Looking back at (24a), we can now insert mit (repeated in (28)) to spell out
both E and F, since both the DP and the dative constituent have undergone
spell out. As a consequence of (27), they are ignored for insertion (and behave
as if they have moved away, which the rigid matching analysis must perform
literally).

(28) /mit/ < Comitative

T

F  Instrumental

E

The presence of the non-branching node in (28) encodes the fact that the sister
of that node is a trace or a locus of spell out. The presence (or absence) of
such nodes in lexical entries is important. To see why, re-consider the Korean
examples from section 2.4, repeated below.

(29) a. The syntax of verbal negation: = NegP

TN
Neg? VY
|
know
b. The syntax of a negative causative: NegP
Neg vP
/\
VO V0
| |

know CAUS

(29a,b) are syntactic structures of simple negation of the verb ‘know,” and a
negated causative respectively. Recall that the simple negative form of the
verb ‘know’ is suppletive, and it is spelled out by the entry (30).

(30) /molu/ < NegP < KNOW
/\
Neg? VO

However, the negation of the causative form decomposes into three mor-
phemes; the Neg head and the V ‘know’ are each spelled out separately in
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the presence of a causative.

The explanation of this that I have offered above was that the lexical entry
(30) does not contain the causative morpheme, and so it does not match (29b).
The result still holds, even after we have introduced the proviso that the little
v ([v-caus]) can be ignored once it has been spelled out. To see that, I show
the structure with the causative ignored in (31):

(31) The negative causative with v spelled out:
NegP

N
Neg’ vP
I

|

know

Empirically, (30) cannot be used in the case of (31). Thus, we have to rely
here on the fact that the entry for the negated verb ‘know’ does not contain
a non-branching vP node, and hence, it cannot be used even though the right
branch has been spelled out. This feature of the system preserves in it the
notion of structural intervention, even after we have allowed to ignore spelled
out material.

2.6.2 Compound case marking

One of the reasons that led Cinque (2005) to propose the constraints on move-
ment (22) is the observation that material preceding the noun always comes
in the base-generated order, and it is never scrambled. However, material fol-
lowing the noun can reorder. The results follow from Cinque’s theory because
reordering is seen as a by-product of N-movement to the left, caused by pied-
piping by N. This entails that the material which precedes the noun cannot
be scrambled, because it has never been crossed by N.

Remnant movement, however, allows for derivations where elements are
first scrambled when being pied-piped, and then fronted back to the left of the
head, leaving us with no account of the asymmetry (if nothing else is said).
In this section, I want to show that the same facts hold for case as well, and
hence, there are reasons to remain Cinque-compatible and keep the ban on
certain types of remnant movement (until we know what to replace it with).

To see the ordering asymmetries in the domain of case, we have to start
looking deeper into a phenomenon that is called “compound case marking”
(see, e.g., Blake 1994), or “derivational case marking” (see, e.g., Austin 1995).
This term covers examples where the marking for the case X contains a marker
for the case Y, and we have already seen some examples of this phenomenon
in §1.6. In such examples, we have the opportunity to observe two morphemes
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which are clearly related to case, and we can see what their mutual order is,
and how that correlates with NP* movement.!'?

The situation where both markers follow the NP* is illustrated below on
West Tocharian (Gippert 1987, Krause and Werner 1960, Krause and Slocum
no datea-a, Noonan 2008), an Indo-European language documented by texts
from 6 - 8 century AD. Four example paradigms are below, GEN/DAT is a case
which fuses the functions of the adnominal complement and the indirect object:

(32) Compound case marking in West Tocharian
horse, s¢  horse, PL man, SG  man, PL
NOM yakwe yakwi enkwe enkwi
ACC yakwe yakwem enkwem  enkwem

GEN/DAT yakwents yiakwemts enkwents enkwemts

We see that the GEN/DAT plural (m-ts) is based on the AccC plural (m). This
does not hold for the singular, where the GEN/DAT (-nts) attaches to the
stem.?Y

The phenomenon receives a straightforward implementation in the present
framework: the structure of the genitive/dative case universally contains the
structure for the accusative, and the plural in West Tocharian simply shows
this on its sleeve. The language splits the genitive plural into component parts:
first the accusative case is spelled out, and then separately the additional

feature which turns the accusative into the genitive.

(33)
XP Genitive = -ts

9Case compounding is different from the so called case stacking, popularized re-
cently in Richards (2007). In case stacking, a noun bears multiple case markers
reflecting (in traditional terms) multiple dependency relations.

20Gimilar situation probably arises in some Latin declensions. For instance, femin-
as ‘woman, ACC.PL’ adds -um in GEN.PL to yield femin-ar-um, with the historical
change of s to r in intervocalic positions attested independently (es-se ‘be-INF’ vs.
lauda-re ‘praise-INF.’
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The thing to note is that as a result of the two NP* movements, the order
of the markers -ts and -m is the reverse from their base-generated order. In
the base structure, -ts is assumed to be to the left of -m; but -m crosses -ts
because it is pied-piped by NP* 2. 22, 23

A phenomenon related to case stacking occurs in languages with no (or
little) NP* movement, namely the stacking of functional prepositions. An
example has been provided from Gitksan in §1.8.1, and another illustration
comes from the Tongan data in (34) and (35), taken from Asbury (2006). She
observes that possessors are marked by two distinct prepositional markers o
and a, as shown in (34a) and (34b), depending on the alienable/inalienable
distinction.

(34) Allomorphy of the possesive marker

a. ko e ‘ulu ‘o Sioné

KO SPEC.ART head GEN.INAL Sioné.DEF

‘Sione’s head’ (Tongan, Asbury 2006:ex. 37a)
b. ko e ka ‘a Sioné

KO SPEC.ART car GEN.AL Sioné.DEF

‘Sione’s car’ (Tongan, Asbury 2006:ex. 37b)

The example (34) serves as a base-line which reveals P stacking with benefac-
tives in (35a) and (35b). Here, we can observe allomorphy between mo ‘o and
ma “a, where the difference between the o version and the a version tracks the
same alienable/inalienable distinction as the possessor marking:

(35) Allomorphy of the benefactive marker

2 Further examples I know of where NP* movement reverses the order of morphemes
involve the genitive as the inner component morpheme, and they can be found in
Estonian (Blevins 2005), Ingush (Blevins 2008a) and Djabugay (Embick 2008:p.96-
7). In §2.9, I show Czech paradigms where the instrumental is based on the accusative.
Here, the accusative is closer to the stem, providing another example of pied-piping
by NP*.

224Straight” orders in postnominal positions (i.e., no pied-piping) are very rare
to my knowledge, but attested. One example I can give is from an Australian lan-
guage Jiwarli (Austin 1995:p.365), and it comes from the domain of spatial case. In
animates, the locative is mantharta-la ‘man, 1LOC,” with the corresponding allative
mantharta-r-la.

23 A problematic example of case compounding is present in Avar (Blevins 2008a),
where the ergative/instrumental form serves as the basis of the genitive and dative.
To encode this pattern (instrumental inside dative), the present proposal can rely on
distinct constituency of the cases. The basic idea is that NP* movement in Avar is
such that in the instrumental, the case features form a single constituent. However,
this constituent is broken in genitive and dative due to pied-piping. While such an
account technically works, it weakens the overall theory of compound case. More
investigation is needed.
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a. Na’a nau langa ‘a e fale mo’o  Siale.
PAST 3PL.INIT build ABS DEF house BEN.INAL Siale
‘They built a house for Siale’  (Tongan, Asbury 2006:ex. 36a)
b. Na’a nau tanaki ‘a e  pa’nga ma’a Siale.
PAST 3PL.INIT collect ABS DEF money BEN.AL Siale
‘They collected some money for Siale’
(Tongan, Asbury 2006:ex. 36b)

As Asbury proposes, this is explained if benefactives are built on top of pos-
sessives by attaching a preposition; we can take the preposition to be a mV,
where the final V harmonizes with the following vowel. In (36), I take a step
beyond Asbury’s description and equate the possessor with the genitive case,
and the benefactive with the dative case. Abstractly, the structures are in
(36):

(36) a. genitive: [P, [DP]]
b. dative: [P [Py [DP]]]

This situation supports the present proposal, where the dative is proposed to
contain the genitive universally, Tongan being a language where this is visible
on the surface. What is important now is that on the remnant movement
analysis of (36), NP* will have to move all the way above dative, and the
markers for genitive and dative will have to remnant move back to its left.
One possible derivation is below:

(37)

Genitive = genitive

RN

C Accusative

O

In (37), we first derive the genitive by remnant movement: NP* moves on top

B Nominative
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of the genitive, and this constituent performs a step of remnant movement.
(This is the same type of derivation as for the German comitative.) Then we
add the dative feature on top, making justice to the intuitive idea that the
dative is built on top of the genitive. After we add the feature D, we again
perform the two familiar movements: NP* raising (with pied-piping), and a
remnant movement of the prepositional case marker. Now each morpheme
corresponds to a separate constituent, and each constituent can be targeted
by spell out with rigid matching.?

Under the theory of Cinque (2005), the Tongan examples do not involve
any movement: the NP* could not have moved, because it ends up to the right
of the markers. Since there is no NP* movement, and the features cannot move
by themselves, the order is identical to the one which has been base-generated.
What is needed to turn this structure in a PF representation by non-terminal
spell out is the requirement that spelled out constituents are ignored.

(38) Dative = mo/ma

T

D Genitive= "0/ "a

N

C Accusative

N

B Nominative

/\
A NP*=N

To conclude: either theory can handle the data. The challenge that the rem-
nant movement analysis faces is to explain why the series of movements has
to be always performed in a way such that the movements can never change
the base generated order of the prepositional case markers. I am not aware
of constraints on remnant movement which would deliver this result, whereas
the theory of Cinque (2005) predicts it.

2.6.3 Left branch spell out vs. NP sub-extraction

In the preceding section, I have considered two ways to get rid of the com-
plement of a phrasal morpheme: the so called rigid matching with movement,
and the so called relaxed matching. The same issues arise for left branches.
To see this, consider the following (partial) Finnish paradigm:

24The second round of movements is strictly speaking not required, since the feature
D can be also spelled out as a terminal. I take this to be a coincidence, and use this
example to illustrate the larger issue. Even in this example, we still need to make
sure that the remnant movement of the genitive “o/“a will not cross the feature D.
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(39) Finnish oblique cases

bear, sg.  bear, pl.

GEN karhu-n karhu-j-en
PART  karhu-a karhu-j-a
ESS karhu-na  karhu-i-na
TRANS karhu-ksi  karhu-i-ksi
INE karhu-ssa  karhu-i-ssa
ELA karhu-sta karhu-i-sta
ILL karhu-un  karhu-i-hun
ADE karhu-lla  karhu-i-lla
ABL karhu-lta  karhu-i-lta
ALL karhu-lle  karhu-i-lle
ABE karhu-tta karhu-i-tta

The relevant observation is that the plural oblique cases in Finnish decompose
into the plural marker -i-, and a case marker shared between the singular
and plural.?> This leads to a derivation where the NP* first moves across the
plural, and pied-pipes it across the case layers:

(40) Obliques in Finnish:

NumP Ki = -case

Consider now what happens in nominative and accusative:

(41)  Synthetic expression of case and number in Finnish

251 assume that the underlying -i- is realized as -j- between vowels.

There is an issue concerning the genitive plural, which one would expect to be
*karhu-i-n. Daniel Karvonen (p.c.) tells me that this form used to be the norm
older stages of Finnish (and survives in some fixed expressions). It is not clear to
me whether the form karhugjen is the result of a phonological process, or whether two
distinct allomorphs of the genitive ending are needed, the singular n and the plural
jen. Further, some genitive plurals have the ending den. The illative raises similar
issues. Thanks to Dan Karvonen for a discussion of this.
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bear, sg.  bear, pl.

NOM karhu karhu-t
ACC karhu-n karhu-t
GEN karhu-n karhu-j-en
PART  karhu-a karhu-j-a
ESS karhu-na  karhu-i-na
TRANS karhu-ksi  karhu-i-ksi
INE karhu-ssa  karhu-i-ssa
ELA karhu-sta karhu-i-sta
ILL karhu-un  karhu-i-hun
ADE karhu-lla  karhu-i-lla
ABL karhu-lta  karhu-i-lta
ALL karhu-lle  karhu-i-lle
ABE karhu-tta karhu-i-tta

What we find is a portmanteaux morpheme -¢ (in bold) which spells out
both case and number. The problem is that in the proposed derivation (40),
repeated in (42), case and number do not form a constituent to the exclusion
of the NP*:

(42) Structural case in Finnish:

This is a version of the same issue that we have encountered for complements,
and the same range of solutions is applicable also here. Under the assumption
that spelled out constituents can be ignored by matching, we can actually
assume that (42) is the relevant structure for the structural cases as well.
Once NP* is spelled out by the stem, it can be ignored by further insertion
process, and the Finnish -t can be specified as follows:
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43)  t=> T

NumP KiP

‘ N
Num/ K1 KQP

| |
Num Ky

On the other hand, under the rigid matching view, NP* has to extract out of
the constituent which is to be lexicalized by -f. There are two ways this can
happen. First, the NP* can extract directly, as in (44). (We would then need
a different entry than (43).)

(44)  Structural case in Finnish:

NP* KiP=-t

The derivation (44) is simple on its own, but it raises non-trivial questions
about triggering of movement and pied-piping. Why does NP* pied-pipe
NumP in oblique cases, but it doesn’t do that in structural cases? An in-
teresting answer has been suggested (in a different context) by Starke (2005),
and explored also in Muriungi (2008:ch.5): pied-piping in (44) fails so that
the derivation creates a constituent for -¢ to spell out. This means that the
content of the lexicon has the power to influence the manner in which deriva-
tions proceed. In the present case, the derivation without pied-piping wins
over the derivation with pied-piping, because the lexicon will be able to use -t,
a portmanteaux for case and number. The proposal, however, is not adopted
or worked out here.?8

26 An alternative way to look at the issue would be to say that if the derivation had
proceeded differently than as shown in (44), it would be filtered out because the output
would receive no lexicalization. This cannot be the whole story, though, because the
derivation of structural cases with the pied-piping of Num can be lexicalized even
under the rigid matching theory. The lexicalization would come out the same way as
in all the other cases: as a combination of the plural 7 and the singular case marker.
I note here, though, that I will use the strategy suggested in this footnote later on,
but for data where an alternative spell out is not available.
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Second, NP* can sub-extract from within the fronted NumP in (42), lead-
ing to (45).

(45) Structural case in Finnish:

The last step of the derivation creates the needed constituent which contains
both Num and case to the exclusion of NP*. This derivation has the property
that it can be straightorwardly extended to the oblique cases, since NP* sub-
extraction does not change the surface order. (It only creates the right type of
constituent for packaging Num and case into one morpheme.) The drawback of
the derivation is the fact that sub-extraction is quite a rare type of movement,
and Cinque (2005) uses it for only one (possibly spurious) type of order.

To conclude: the proposal which allows complements of phrasal mor-
phemes to be ignored once they are spelled out, allows us to ignore also left
branches of constituents. Taking traditional constituency for granted, this is
a good result, because such cases are empirically attested. To account for
these data, analyses based on the rigid matching have to make recourse ei-
ther to movements which are sensitive to the structure of the lexicon (prefer
derivations which allow for economical spell out), or an additional step of
NP* sub-extraction. Deciding between these options is a task I leave for fu-
ture research. Importantly for the present purpose, the analysis which allows
for spelled out constituents to be ignored, is compatible with standard as-
sumptions about movements: they are not driven by lexicalization, and NP*
sub-extraction is not required to make things work.
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2.6.4 Intermediate branches are not ignored

Finally, consider the issue of intermediate branches. To give a concrete ex-
ample, recall the situation in Bulgarian discussed in the last chapter. In this
language, there is a contrast in case marking between clitics on the one hand,
and strong pronouns and full DPs on the other. Clitics have a dative suffix,
as shown in (46a); strong pronouns and other DPs are marked by the com-
bination of a preposition and an accusative suffix, as shown in (46b). (The
combination of na and accusative taken together acts as a dative.)

(46) a. m-i t-i
I-DAT you-DAT
b. na men-e na teb-e
to me-ACC to you-ACC

Under the present analysis, clitics in Bulgarian move above D, as shown in
(47a). Full DPs can only move above B only, see (47b).

(47)  a. Cliticss 7 >

DP Dative= -4

m-/t- D Genitive

RN

C Accusative

N

B Nominative

/\
A DP

.
B

b.  Strong pronouns: Dative= na

D Genitive

DP Accusative= -e

N

B Nominative

TN
A D

en-/teb-

P

The entry for the dative -i is shown in (48):
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(48) /-i/ & Dative
D  Genitive

C Accusative

T

B Nominative

|
A

With this background, consider now the fact that it is impossible to suffix the
dative -i to strong pronouns (nor other DPs), as shown in (49a). Likewise, it
is impossible to prefix this marker, as shown in (49b).

(49) a. *men-i  *teb-i
me-DAT you-DAT

b. *i-men *i-teb
DAT-me DAT-you

In other words, the entry (48) which spells out all the dative features A-D in
(47a) is unable to do so when an XP intervenes between the features, as in
(47b).27

This is not something specific to Bulgarian: the account of Blake’s hierar-
chy provided in the previous chapter crucially relies on this effect. Recall that
the account derives the split between the features expressed by a case suffix
and the features expressed by a functional preposition from the assumption
that NP* movement targets a position between two of these case features, and
thus splits them into two sets, a suffix and a preposition. The proposal would
not work if spell out could ignore the position of NP* and package together
features which are one higher, and one lower than the final landing site of
NP*.

To repeat the conclusion in theoretical terms: intermediate branches can-
not be ignored. An XP which intervenes between the features which can be
spelled out by an affix, blocks the insertion of that affix, as in (47b). The XP
intervener forces each set of features to be spelled out separately, and it ends
up flanked by them in the linear string.

A special case of this general setup is a situation where both parts of the
tree with an intervener in between are spelled out in an identical way. These
situations have been explored by Taraldsen (2009a) and Svenonius (2009).

2"Note that I am simplifying here. Under the rigid matching approach, there are two
additional steps of movement in (47b). The strong pronoun pied-pipes the accusative
across the features C and D, and these features then remnant-move back to the left of
the pronoun. This more complex derivation does not, however, change the fact that
any constituent which contains all of A, B, C and D, contains also the pronoun, i.e.,
the pronoun is still an intervener.
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As an example, consider the data below (slightly modified from Alexiadou
and Gengel 2008), discussed from the perspective of non-terminal spell out by
Taraldsen (2009a):

(50) a. (Talking about new books,) I have one (*one).
b. (Talking about books,) I have one new *(one).

(50a) shows that in the context of noun phrase ellipsis (NPE), the numeral one
forces the absence of the “pronominal” one. However, if the numeral is followed
by an adjective as in (50b), the pronominal one has to be present. Taraldsen
(2009a) suggests that one in (50a) spells out at least two projections, A and
B, which are separated by the adjective in (50b). The sequence A>AP>B
in (50b) is then spelled out as /one/-/adjective/-/one/. Taraldsen follows
Alexiadou and Gengel (2008) in equating the lower position with the projection
of a classifier, and the higher position with the numeral, drawing also on
proposals in Borer (2005).

The crucial question is now what these effects follow from under the two
approaches to matching. To make the discussion easier to follow, I will gen-
eralize and simplify the two empirical situations into the following abstract
scenario, where (5la) is a lexical entry, and (51b) is a syntactic structure. I
leave it open what is the label of the node immediately dominating the XP,
and I thus use the variable «. In the case of Bulgarian, the label would be BP
under standard approaches, and XP would sit in its Spec. In the case of the
adjective, opinions vary. Under some approaches, adjectives are in the Spec of
a dedicated head (e.g., Cinque 2005), another option is that they are adjoined.

(51) a. Anentry: /Jab/ < AP

P
A BP

|
B

b.  The structure: AP

/\
A aP

/\
XP  BP

_ /\
B trace

The empirical data discussed here require that insertion of (51a) under AP is
blocked in (51b). What does this follow from?

Under the rigid matching approach, this follows from the fact that (51a)
does not match the AP node in (51b). This is because apart from the features
A and B, the AP node in (51b) contains in addition the XP, not mentioned
in the entry (51a).
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Under the relaxed matching theory, the reasoning branches. If there is no
spell out for XP, then the explanation for why (5la) cannot spell out (51b)
is the same as under the rigid matching approach. However, the interesting
examples are those where XP can undergo spell out, and it is thus ignored for
further insertion. What this means is that the situation now looks as follows:

(52) a. An Entry: /ab/ & AP

A BP

|
B

b. The structure: AP

/\
A aP

|
BP

P
B

We know from the examples above that in this situation, (52a) will not get
inserted under AP in (52b). To obtain that result, we must rely on the presence
of the additional node aP in the syntactic structure. Thus, it is because of
the additional node in (52b), that (52a) cannot be inserted under AP.

The conclusion that the relaxed matching theory has to rely on the pres-
ence/absence of non-branching nodes in lexical entries has been reached above
also in the case of the Korean suppletive negation. Such nodes are a tool which
the relaxed-matching theory needs in order to incorporate the empirically re-
quired notion of structural intervention.

2.7 Embick & Marantz (2008)

The outcome of the preceding section is this: in some cases, the features A
and B can be spelled out together in the structure (53a), but they cannot be
spelled out together in the structure (53b). I have shown that this follows
from the adopted model of phrasal spell out.

(53) a. AP

/\
AO BP
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b. AP

T
A aP

P
XP BP

—_ FS
B

In a recent paper, Embick and Marantz (2008) point out that such a prediction
is unique for theories with phrasal spell out, because such examples are hard
to capture in a theory where spell out targets only terminals.?® Consider the
reasoning.

What does it take for the heads A and B to be spelled out by a single
morpheme under the terminal-only requirement? For Embick and Marantz
(2008), it means that either B must move up to A, or A must lower down to
B. In either case, the displacement is followed by a fusion of these terminals
within a single head. I show the head movement option in (54): B moves up
to A, and they create a complex head. This head is subject to Fusion, and
then a single morpheme applies to the terminal node thus created.

(54) AP = AP

/\ /\
A0 BP A+ BY BP

B A° BO M BY .

Lowering is shown in (55): A lowers to B, which is followed by Fusion and
insertion.

(55) = AP

/\

BP

/\
/\
B0+ A0 |
|
M

As Embick and Marantz (2008) point out, the theory without phrasal spell
out leads to the prediction that if A and B are separated by an XP, both
derivations will continue to be possible. That is because phrasal material does
not intervene for either head movement, or lowering. I show that in (56) and

(57):

281t is necessary to mention that Embick and Marantz (2008) claim that situa-
tions where XP material blocks the spell out of two head-positions are very likely
unattested. I disagree for reasons that were made clear in the preceding section.
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(56) AP = AP
A0 BP A0+ BO BP
Pl N N
BY A XP BP XP BP
PN S
BO BY |
(57) AP = AP
/\ /\
AL BP A0 BP
/\ /\
XP BP XP BP
/\ /\
BO B0t A0
[0 A0

In other words, the presence of an XP intervener is expected to have no effect
on the relationship between A and B. This expectation, however, fails in the
cases we have discussed. Hence, I conclude that for these examples, phrasal
spell out is required.

Admittedly, phrasal spell out is a more powerful tool than the spell out of
terminals. A theory with non-terminal spell out can incorporate every analysis
available in theories with terminal-only insertion, plus it allows new analytical
options where spell out targets larger constituents. However, we have seen
that once phrasal spell out is adopted, it reduces the theoretical apparatus
elsewhere: it immediately eliminates the operations of Fusion and Fission.
Now, we see that in addition, non-terminal spell out is required to handle
cases where an intervening XP blocks the spell out of two terminal positions.
As Embick and Marantz (2008) point out, there is no readily available solution
for these cases in theories where only terminals are spelled out.

2.8 An overview of the system

Let me now give a brief overview of the system, set up as a comparison of
how the machinery developed here compares with more traditional ways of
doing syntax. The goal is to show that the present system (a version of
Starke’s Nanosyntax) straightforwardly accommodates earlier analyses, and
readily provides additional analytical options required to capture generaliza-
tions which are beyond the power of the traditional systems. In particular, it
gives the theoretical space needed to make syntax more fine grained.
Consider first how traditional analyses are incorporated. As an example,
take he following sentence from Dime, an Omotic language of Etiopia described
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in Seyoum (2008).

(58) Taté guur -af -is  -im  deis-i-t
1SG.SUBJ crocodile -PL -DEF -ACC kill-PF-1SG
‘T have killed the crocodiles.’

The noun ‘crocodile’ in (58) is suffixed by three morphemes, coming in the
order plural, definiteness and case. Traditionally, each suffix is taken to be
the head of its own projection, generated higher than the Noun. The noun
either moves to the left of these suffixes by head-movement, or the language is
assumed to be head-final, in which case the ordering falls out automatically. I
show here the final product of the head-movement analysis, see (59), and note
that things would look similarly if different directionality of branching would
be assumed:

(59) KO
/\
DO KY
\
Num? DO im
PN \

NO  Num® is
\ \

guur  af

There are two changes in this picture that the current dissertation adopts.
First, I have followed the developments in the theory of movement and I have
adopted the conclusion that head movement should be understood as a special
instance of phrasal movement, the so called “roll up.” This is shown in the
tree below. The rough constituency of the tree is the same as in the case of
head movement, but there are additional empty branches which correspond
to traces of the phrasal constituent, dislocated to the Spec of the relevant
projection.

(60) KP
DP/\K/

) PN
NumP p "
/\ P

NP Num’/ 8

— P
quur af

The shift from the head movement perspective to phrasal movements has
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been motivated in the literature by the observation that the ordering of af-
fixes is sometimes incompatible with head movement, and it requires phrasal
movements instead (see, e.g., Muriungi 2008 for a recent overview and argu-
mentation). I provide similar arguments in chapter §7 from the domain of the
extended NP.

The second change is the shift to the nanosyntactic view, which says that
each of these categories possibly decomposes into a number of features, each a
head in the functional sequence. The resulting picture is shown in (61), where
each of the categories has been decomposed into two features for illustration.
There can be more or less features than that, depending, of course, on empirical
arguments, similar to the ones I provide here to decompose case. The main
point is that if such or a similar decomposition is empirically justified, the
spell out procedure developed here allows for a straightforward translation of
this structure on the desired output.
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(61)

DP

Dy’
N
Dy

Num; P Numsy’

/\
@ Numy/ Numsy ...

—_ N
quur Num1 cee
Num

The circled NP is spelled out by the stem, and can be ignored for the
purpose of further insertion. This creates a constituent for the insertion of
the number marker, which spells out the circled constituent NumsoP. All the
features of this constituent follow all the features of the NP, and hence the
NP is ordered to the left of the Num marker -af. This is depicted by the
bracket notation which runs parallel to the tree on its right. The same rea-
soning applies to the spell out of definiteness and case: after the spell out
of NumsP, this constituent can be ignored, which gives us the possibility to
insert the definiteness marker -is at DoP. All the features of D follow Num,
and consequently, -is is linearized after -af.

To see how the theory handles data without any NP* movement, consider
the following sentence from Maori, a Polynesian language of New Zealand, as
described in Bauer (2004). Maori is a VSO language with both case markers
and definite articles preceding the noun:

(62) Kei te whangai te tangatai  nga  ngeru
PROG feed DEF.SG man  ACC DEF.PL cat
‘The man is feeding the cats.’ (Maori, Bauer 2004:ex.5b)

We see in (62) that Maori merges into one morpheme the expression of definite-
ness and number, with the markers te and nga corresponding to the definite
singular and plural respectively. In traditional approaches, this can be cap-
tured in various ways; one of them is to assume that D and Num correspond
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to a single head in Maori (see for instance Bobaljik and Thréinsson 1998 for
a proposal along similar lines). The structure of the accusative DP ‘the cats’
then looks as follows:

(63) KP

KO D/NumP
© D/Num’ NP
| |
nga NO
|

ngeru

The traditional analysis can be captured by the present system as well. Like in
the traditional analysis, no movement is required to take place, see (64). First,
the NP undergoes Spell out, and it can be ignored for the purpose of further
insertion. The marker nga spells out the constituent containing number and
definiteness. DoP can then be ignored, and the accusative marker spells out
the remaining case heads:

Ko KiP

The fact that the present version of Nanosyntax is able to incorporate
traditional insights and analyses does not mean that it is a notational variant
of these approaches. In particular, I have shown in chapter §1 that atomic
features which can be packaged into one morpheme in a language A can be
split by movement in a language B (the account of Blake’s hierarchy). Such
an approach is possible only if each feature is a separate terminal.

To make the same point with a different type of data, consider the work
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by Pantcheva (2008c). She starts from the traditional observation that the
expression of motion in the languages of the world often embeds the expression
of a static location. An illustration is provided in the following table, which
is a simplified version of Pantcheva (2008c:table 2).

65

(%) Language Genus Location Goal  Source
Garo Tibeto-Burman -o -o-na  -o-ni
Lezgian Daghestanian -q" -q-di  -ql-aj
Mwotlab  Oceanic 1(V)- al(V) m"el(V)
Yanesha ~ Arawakan -0 -o-net  -o-t¥

This state of affairs is expected if the expression of motion is derived from
the static location by the addition of the Path head (see, e.g., van Riemsdijk
1978, Jackendoff 1983, Koopman 2000, van Riemsdijk and Huybregts 2002).
The proposal is depicted in (66), the Path head has been proposed to deliver
a trajectory leading either to, from, or via a given location.

(66) a. Location:  PlaceP

TN
Place® DP

_

b. Direction: PathP

Path? PlaceP

/\
Place® DP

_

The structures in (66) are usually assumed to be universal, even though not all
languages provide the same neat evidence as we have seen in (65). Insertion
under non-terminals provides a way to understand this: Path and Place can
be spelled out by a single morpheme, which blurs the underlying containment

relation.2?

Going beyond the traditional account, Pantcheva observes that the same
asymmetry that holds between the expression of motion and location obtains
cross-linguistically between the expression of source and goal paths. In par-
ticular, if there is a containment relationship between the two types of paths,
then the source path embeds the goal path. The following table is reproduced
from Pantcheva (2008c:table 4).

29E.g., off = FROM ON, through = VIA IN, etc.
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67
(o7 Jingulu Ingush Uchumataqu Mansi
Australian Nakh  Andic Uralic
Locative -mpili -g -td -t
Goal -nka -ga -ki -n
Source -nka-mi -ga-ra  -ki-stani -n-ol

Pantcheva applies to (67) the same reasoning which led to (66), and con-
cludes that the source path is built on top of the goal path, see (68).3°

(68) a. Goal Path: GoalP

Goal? PlaceP

/\
Place® DP

_

b.  Source Path: SourceP

T

Source” GoalP
Goal" PlaceP

TN
Place® DP

_

Once again, not all languages show the containment relations on the surface,
and this is encoded in the proposal as a reflex of the fact that insertion targets
non-terminal nodes. This way of looking at things, however, leads immediately
to a prediction. Recall from above that insertion under non-terminals driven
by the Superset Principle and the Elsewhere Condition delivers as a theorem
that only adjacent layers of structure show syncretism. This means that while
the syncretism of a goal path and a stative locative is allowed, the syncretism
of a source path and a stative locative is ruled out. As shown in Pantcheva
(2008¢), this prediction is borne out (and has been independently observed in
typological studies).

The syncretism facts thus show that the decomposed structure must be
also present in languages which do not show the containment patterns on the
surface, giving a nice support for the nanosyntactic perspective.

30See Pantcheva’s work for the semantic side of the proposal.
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2.9 The Anchor condition

In this section, I adopt a restriction on the spell out of non-terminals, such that
the lowest feature of the lexical entry (as defined by the functional sequence)
must be matched against the syntactic structure. This condition is adopted
from Abels and Muriungi (2008). I label it the Anchor Condition, since the
lowest feature acts as a sort of an anchor of the lexical entry to a particular
point in syntax.

(69) The Anchor Condition: In a lexical entry, the feature which is lowest
in the functional sequence must be matched against the syntactic
structure.

To see the effects of (69) in abstract terms, consider the lexical entry (70a).
Assume that features in the functional sequence are ordered as letters in the
alphabet, A > B > ... > Z, with A highest and Z lowest. The anchor condition
(69) then enforces that the lexical entry (70a) can spell out constituents which
are circled in (70b), and cannot spell out constituents which are circled in

(70c).

(70) . PP
/\
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Introducing this condition has two consequences. First, in our example, the
syntactic features P, Q and R can be lexicalized only together with S, but
not separately. This yields the result that if in the course of the derivation,
S extracts and no longer forms a constituent with these features, there will
be no way to spell these features out. Hence, the condition makes certain
derivations unpronounceable, and I will make use of this later when I get to

case checking.

Second, the condition regulates Spell out in certain cases where lexical
entries “cross.” Consider this again in abstract terms, starting from the lexical

entries (71a-c).

(71) a. /phon A/ < RP
R

R SP
|
S
b. /phon B/ < QP
/\
Q RP
N
R SP
|
S
c. /phonC/ < PP
/\
P QP
N
Q RP
|
R

I will be saying that the entries (71a,b) “overlap:” they have the same lowest
element, S. However, neither of the pair (71a,b) has either the lowest or the
highest feature identical to the highest or lowest feature of the lexical item
(71c). In such cases, I will be saying that each of (71a,b) “crosses” with (71c).
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When two crossing entries have to cooperate to spell out a structure, only
one of them will get to spell out the features which are shared. The Anchor
condition regulates this situation by requiring that the higher element will do
that. 3 Consider the structure (72):

(72) PP
/\
P QP

/\
Q RP

N
R SP

S ..

As aresult of the condition, the structure (72) can be spelled out only as /phon
C/+/phon A/, and not as /phon C/ + /phon B/. The reasoning follows. First
/phon C/+ /phon A/ is a possible spell out. /phon A/ spells out SP, as a result
of which SP can be ignored for further insertion. /phon C/ then spells out the
rest of the tree (72). Note that /phon A/ has to “down-squeeze,” it cannot
spell out the whole RP. If it did, /phon C/ would be unable to spell out the
rest of the features. First, this is prohibited by the Anchor Condition. Second,
the features P and QQ do not even form a subtree of the lexical entry (71c).

Second, the structure cannot be spelled out as /phon C/+/phon B/. Con-
sider why. The first option is to insert (71b) (i.e., /phon B/) under SP only,
and spell out the rest as /phon C/. However, this goes against the results of
competition at SP: for the spell out of SP, /phon A/ is a better candidate,
and it wins over /phon B/.

Another option is that /phon B/ spells out QP, as a result of which QP
is ignored for further insertion. This leaves us with the feature P to spell out.
P is a (trivial) subtree in (71c), hence there is a match. However, the Anchor
Condition prohibits insertion of (71c) under P only.

As an empirical illustration, consider the following paradigms of colloquial
Czech. Of particular interest here is the relationship between the accusative
and the instrumental.

(73) Acc — Ins containment in coll. Czech

31An alternative hypothesis is explored in Ramchand (2008), where crossing is
allowed (and sometimes required).
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H ‘man’ ‘chicken’ ‘eye’ ‘building’ ‘good’ (adj.)
Nom || muz-i kurat-a 0¢-i staven-i dobr-y
Acc || muz-E kuiat-A 0¢-1 staven-{ dobr-v
Gen || muz-u kurat oC¢-1 staven-{ dobr-y-ch
Prep || muz-i-ch kurat-e-ch  oc¢-i-ch  staven-i-ch ~ dobr-y-ch
Dat muz-u-m  kufat-0-m  o¢-i-m  staven-i-m  dobr-y-m
Ins muZ-E-ma  kufat-A-ma o¢-I-ma  staven-i-ma  dobr-Y-ma

As can be observed, the instrumental is composed of the accusative case plus

ma.3? This is then another example of compound case marking: the marking
for the instrumental contains the marking for the accusative. The direction of
containment is predicted by the proposed decomposition, in which the instru-
mental structurally contains the accusative (but not the other way round).
However, a question arises why it is the accusative — of all the cases contained
inside the instrumental — which forms the basis of derivation. The answer is
provided by the Anchor condition: if we specify -ma in a way that its low-
est feature (which needs to be matched against the syntactic tree) comes on
top of the accusative, then the only way to spell out the structure will be as
[[accusative] -ma]. The implementation follows.

The syntactic structure of the Czech instrumental is given in (74a): it
represents a roll-up derivation. The crucial step of the analysis is depicted in
(74b): the lexical entry for -ma is specified for the features C, D and E.

32There one ACC - INS pair which does not fit the neat pattern: Acc is -y, and INS
-a-ma. Note that -a is an accusative plural marker elsewhere (see the table above),
but not in this particular declension. I suspect that this effect falls within a larger
cross-linguistic pattern where marked cases (like the instrumental) show less formal
differentiation in terms of gender/declension class. Thus, the ACC -y is “replaced” by
the “default” AccC -a. I do not try to explain this here for reasons of space.



2.9. THE ANCHOR CONDITION 93

(74) a. Instrumental

/\

Dative

Genitive

/\ D/\” ‘

Accusative

Nominative

Plural
/\ P
Plural’ A
— N

stem Plural

(75) /-ma/ < Instrumental

/\
Dative E

|
Genitive D' E
c’ D
\
C

By the Anchor Condition, -ma must be inserted to replace the constituent
containing all of the features C-E; it cannot attach (for instance) under E
only. Given this reasoning, the residue to be spelled out by other markers is
the accusative plural; a correct result. I show that below:
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(76)

Dative E
PN
E

Genitive D’

D
Accusative = acc c’
/\ P
c ..

Nominative B’

Plural A/

P
@ Plural’ A

Py /\
stem Plural

On the rigid matching approach, the derivation proceeds as follows. First,
NP* moves cyclically on top of the accusative constituent. Then it pied-
pipes this constituent to the left of the instrumental, and sub-extracts. If the
derivation had proceeded otherwise, there would be no way to spell out the
structure in accordance with the Anchor Condition.

A similar approach can be used to encode the fact, mentioned in §1.8.1,
that in some languages, functional prepositions do not combine with the
biggest case a language has. Thus, recall that due to the non-relational ap-
proach to k-selection in the domain of functional prepositions, we predict that
these prepositions combine with the largest case a language has. This has
been illustrated on the example of languages which I repeat below:

(77) K-selection by functional prepositions

language NP* moves above k-selection

English  Acc ACC (of, to, with)
Arabic GEN GEN (li ‘to’, bi ‘with’)
German  DAT DAT (mit ‘with’)
Russian  INS INS (s ‘with’)

It has been also mentioned that this prediction is not borne out in Modern
Greek. The biggest case in the language is the genitive, yet the instrumental
functional preposition me ‘with’ combines with the accusative:
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(78)  me t-on Petr-o
with the-Acc Peter-Acc
‘with Peter’ (Modern Greek, Lechner and Anagnostopoulou
2005:ex.1)

Thus, the question is why the preposition me ‘with’ combines with the ac-
cusative rather than the genitive, a similar question to the one we have ad-
dressed for the Czech morpheme -ma (i.e., why it attaches to accusative rather
than dative). Given the similarity of the problems, it is possible to use the
Anchor Condition to explain this fact. Specifically, if the Greek preposition
me has a similar specification as the Czech -ma, see (79), we in effect encode
that it must attach on top of the accusative:

(79) /me/ < Instrumental

E Dative

/\
D Genitive

|
C

That is because in order to spell out the instrumental feature E, me has to
spell out also C, due to the Anchor Condition. If it spells out C, what is left for
other morphemes to spell out is the constituent from B down, corresponding
to the accusative.

2.10 Conclusions

Let me sum up this chapter. Due to the initial proposal that case features are
spread across several terminals, I have adopted a spell out procedure which
allows non-terminals to be spelled out by a single morpheme. The conse-
quences of the hypothesis bring benefits beyond the fact that such a theory is
consistent with my proposal.

First, the spell out system delivers the Universal Contiguity. Second, since
lexical insertion can package syntactic trees into morphemes, there is no need
for pre-syntactic lexical items, or feature bundles. Together with the bundles
disappears the need to re-adjust them for the purpose of insertion; Fusion and
Fission have no place in the grammar. The elimination of these three tools of
the theory of post-syntactic insertion is replaced by a single indispensable tool:
insertion. Finally, I have shown that the arguments of Embick and Marantz
(2008) do not lead to the conclusion that spell out of non-terminals leads to
predictions which are not attested. On the contrary, to the extent that the
abstract test cases are instantiated, the facts point in the direction that spell
out of non-terminals is required.
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The results support the nano-syntactic model of grammar proposed by
Starke (2005); grammar starts from single features which are combined into
tree structures by binary Merge.

Finally, I mention here that ch. §7 presents a case study which applies the
phrasal spell out technology introduced in this chapter to a relatively complex
and interesting set of data drawn from Classical Armenian.

2.11 Appendix

This appendix provides the enumeration of the principles governing insertion
introduced in this section.

(80) The Superset Principle: A phonological exponent is inserted into a
node if its lexical entry has a (sub-)constituent which matches that
node.

(81) Match: A lexical constituent matches a node in the syntax if it is
identical to that node, ignoring traces and spelled out constituents.

(82) The Elsewhere Condition: In case two rules, Ry and Re, can apply
in an environment E, Rq takes precedence over Ro if it applies in a
proper subset of environments compared to Re.

(83) The Anchor Condition: In a lexical entry, the feature which is lowest
in the functional sequence must be matched against the syntactic
structure.



Chapter 3

Total syncretism

This chapter is dedicated to the discussion of total syncretism: a situation
where two layers of case are syncretic for all paradigms in a given language. 1
first lay out the theoretical ground-work, and I show that total syncretism is
an option predicted by the system. Then I turn to the discussion of languages
which show it. As a follow up, I investigate ways in which total syncretism
helps us make our case hierarchy more fine grained, adding new layers of case.
Evidence for these layers is drawn from languages which show additional cases
that have not been incorporated in the Case sequence yet. Finally, I offer a
new conceptualization of the hierarchy we have been working with so far.

The discussion in this chapter does not introduce any new theoretical tools
beyond what we have gotten so far. Thus, I show that to capture a relatively
large amount of data, we do not need to propose anything beyond the universal
functional sequence, Cinque-compatible NP* movement within that sequence,
and a non-terminal spell out which directly mediates between syntax and
phonology. Based on this, I give an argument that various domain specific tools
that have been proposed to deal with total syncretism should be abandoned,
because they are superfluous.

3.1 Total syncretism in abstract terms

The term total syncretism refers here to syncretism which obtains across the
board for all paradigms in a language. A language with total syncretism of
two cases shows no morphological distinction between them.

In theoretical terms, total syncretism arises when a given language has no
lexical entry whose topmost node corresponds to a particular layer of structure.
To see how this works, consider a structure with 4 layers, K1 — K4, each layer
corresponding to a particular case.

(1) Syntactic structure:

97
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PN

Now assume that in this language, lexical entries are specified for subtrees as
in (2). Note that there is no entry with K3P as the topmost node (though the
entry for K4P contains K3P).

(2) Lexical entries
a. p< KIP
b. q< K2P
c. 1 K4P

These lexical entries spell out the phrases for which they are specified, or any
subset thereof. Due to competition, the resulting paradigm breaks down as
shown in (3), which is also highlighted in tree representation below in (4):

(3) The paradigm generated by the rules (2)

Kl p
K2 q
K3
K4 r

(4)  Syntactic structure:

C K3

5 K=
NG

_

If there are no more entries than (2), two distinct structural layers, K3 and
K4, will not be morphologically distinguished. This situation is due to the fact
that there is no entry with K3 as the topmost node. (This holds generally:
if there is no lexical entry with a given category as the topmost node, that
category (apparently) disappears, because it is always spelled out the same
as an immediately larger category.) What this leads to in common practice
is that a description of such a language will make no reference to K3 and K4
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as separate entities. In order to be brief, the grammarian will conflate K3
and K4 into a single cell, Kx, as in (5a). In order to represent the facts, the
paradigm will be augmented with a statement that Kx is used in the functions
corresponding to K3 and K4, as in (5b).

(5) A “compressed” description of the system

a.
Kl p
K2 q
KX r

b. Kx is used in the functions K3 and K4.

(5) is a situation which is very well known from descriptive grammars. Lists
like (5b) are, however, not satisfactory for any theoretical approach to lan-
guage; one would like to understand the structure of such lists and reasons
why they look the way they look.! Since the present system provides a straight-
forward way to generate such a state of affairs, it also offers a way to translate
the surface picture into a theory. The present chapter provides some initial
steps in this direction.

3.2 Examples of total syncretism

On the general level, the present theory generates a set of expectations con-
cerning total syncretisms. By treating total syncretism as a special case of a
regular syncretism, total syncretism targets the same pairs as a regular syn-
cretism. Thus, we expect the existence of languages which do not distinguish
between the nominative and the accusative, between the latter and the geni-
tive, and so on, following the Case sequence:

(6) Universal (Case) Contiguity:
a. Non-accidental case syncretism targets contiguous regions in a
sequence invariant across languages.
b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

I will now be moving along the hierarchy and give examples of languages which
represent the predicted types. This section contains mainly a condensed wealth
of empirical data from various languages. Going through the data not only
illustrates the correctness of the prediction in (6); the data will be crucial
in motivating certain conceptual refinements of the current theory, which I
suggest in the following sections.

S0 called semantic maps represent a step in the direction of structuring such lists,
and yield an interesting set of generalizations. See, e.g., Haspelmath (2003).
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3.2.1 Total syncretism of nominative and accusative

A nominative—accusative language which would not distinguish between the
nominative and the accusative will, by definition, make no distinction between
the marking of the core arguments: the sole argument of the intransitive verb
(S) in NOM, the agent (A) in NOM and the patient (P) in Acc will all come
out the same. English full NPs can be used as an example:

(7)  a. Mary (NOM) came.
b. Mary (NOM) kissed John.
c.  John kissed Mary (Acc).

Such a situation corresponds to what is usually called the “neutral” case mark-
ing system. Consider, for instance, the definition from Comrie (2008): “In the
neutral case marking system, all of S, A, and P are marked in the same way.”
In Comrie’s sample, this is the most common type for both full noun phrases
and pronouns. As an example, Comrie mentions Mandarin (where pronouns
also show no NOM/ACC contrast according to Comrie):

(8) a. rén 1l le
person come CRS
‘The person has come.’
b. zhangsan ma lisi le ma
Zhangsan scold Lisi CRS Q
‘Did Zhangsan scold Lisi?’ (Mandarin, Comrie 2008:ex.1)

Thus, based on Comrie’s sample, we can conclude that the total syncretism
of nominative and accusative is well attested. This is not surprising given
the fact that even in languages where the syncretism is not total, NOM/ACC
syncretism is the most common type of syncretism (according to Baerman
et al. 2005).

3.2.2 An almost total syncretism: The Northern
Saami genitive/accusative

Northern Saami (Nickel 1990, Svenonius 2008) represents a case where for
almost all case marked items, the genitive and the accusative fall together.
This is illustrated below:

9) a. Oainnatgo mana
see.2sg.  child.AccC
‘Can you see the child?’
b. Mii lea mana  namma
what is child.GEN name
‘What is the child’s name?’ (Northern Saami, Nickel 1990:p.69)
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The syncretism shown above is extremely widespread. As Nickel (1990:p.69)
points out, the genitive is different from the accusative only for certain nu-
merals, and the pronoun ‘what.” Such a situation thus represents an “almost
total” syncretism of the accusative and the genitive.?

3.2.3 A remark on non-autonomous case

So far, we have seen a total syncretism of NOM/ACC and an almost total
syncretism of ACC/GEN. As both of these syncretisms involve the accusative,
the following possibility arises. Suppose that DPs in a language fall into two
subsets. Suppose that for one subset, ACC = GEN, and for the other, AcC =
NOM. This is depicted below:

(10) Non-autonomous case
SET A SET B

NoMm P R

ACC  Q R

GEN Q S

The situation we get is different from total syncretism, yet similar. It is
similar in that the ACC case has no exponent of its own (it is always syncretic
with another case). Yet, there is a difference in that Acc is syncretic with
two distinct cases (rather than just one). Such a marking is called “non-
autonomous” by Blake (1994:§2.2.2) (who attributes the term to Mel’¢uk):
“In some languages a particular function or meaning is recognized in the case
system not by any distinctive forms at all but rather by different syncretisms
in different paradigms.”

Such a situation obtains, for instance, in Estonian (Tamm 2003), when we
focus on the marking of “bounded” objects.® This class of objects is (under
traditional descriptions) marked by the genitive in the singular, and by the
nominative in the plural.

(11)  Marking of bounded objects in Estonian (based on Tamm 2003)

SG PL
BOUNDED OBJECT gen nom

A possible analysis of this pattern connects this situation to the facts we
have seen above, and proposes that Estonian objects are in fact accusative.
However, the accusative is “non-autonomous:” it is syncretic with the genitive

2Another example is Maasai, Nilo-Saharan (Koopman 2003, Storto 2003). In this
language, possessors are marked the same as direct objects (agreement aside).

3Unbounded objects are marked partitive, which is similar to what has been de-
scribed for Finnish in Kiparsky 1998. See Kratzer 2004 for an interesting approach
directly in line with the case assignment theory I will propose in ch. §4.
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in the singular, and with the nominative in the plural. Such an analysis has
been defended also in Hiietam (2003), and I depict it in (12). Syncretism is
marked by shading, and small caps mark the newly formed category of the
accusative. Note that this corresponds precisely to the predicted pattern (10).*

(12) Case marking in Estonian (inflected forms of the noun ‘book’ ex-
tracted from Blevins 2005)
SG PL
NOM ramat ramatud
ACC RAMATU RAMATUD
GEN ramatu  ramatute

This analysis, if correct, shows that the same patterns of syncretism obtain at
various levels of generality. First, in languages like Russian (see ch. §1), the
ACC/GEN syncretism holds for a relatively small (though notable) number of
paradigms (masculine animates in singular and plural). In Estonian, it occurs
in the whole of the singular. In Northern Saami, it occurs almost everywhere.
Similarly for the NOM/ACC syncretism: it obtains for all neuter nouns in
Russian, it targets the whole plural in Estonian, and it is omnipresent in
Mandarin. The present approach proposes a unified treatment for all of these
phenomena: the universal functional sequence and a spell out mechanism
based on the Superset Principle.

3.2.4 The Modern Greek genitive

As an example of a total GEN/DAT syncretism, consider the case of Modern
Greek. Modern Greek is usually described as having three cases, the nomina-

4The analysis (12) represents the standard approach to a virtually identical pattern
in Finnish (see, for instance, Kiparsky 2001, which contains a number of references).
The claim which is usually made is that in Finnish, the singular of full nouns shows
total syncretism of ACC/GEN, and the plural shows the total syncretism of NOM/AcCC.
(So far, this is just like Estonian in (12).) The additional twist is that Finnish
pronouns (unlike the Estonian ones) have a specific accusative form, distinct from the
nominative and the accusative.The facts are summarized in the table (i):

(i) Case marking in Finnish
SG PL PRON
NOM -¢ -t -0
ACC =N ST -t

GEN -n j-en -n

The import of Finnish is that its pronominal paradigm shows the necessity to recognize
a separate category for the accusative case in Finnish, and thus makes the alternative
analysis which dispenses with the notion of accusative less straightforward.
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tive, the accusative and the genitive (see §1.1 for discussion and references).?

It should be noted, however, that the genitive works both as the possessor
inside the DP, and the indirect object; see Pancheva (2004) for a recent dis-
cussion and similar examples from other languages.® The pair of examples
(13) illustrates this fact for a 3rd person clitic ‘he,” and (14) shows the same
thing for a full DP.

(13)  a. to vivlio tu
the book he.GEN.CL.

‘his book’
b. Tu eftiaksa  ena keik.
he.GEN.CL made.1.8G a  cake
‘I have made him a cake.’ (Greek, Pancheva 2004:4a-b)
(14) a. I mitera tu Petru

the mother the.GEN Peter.GEN
‘Peter’s mother’

b. I Maria efere  tu Petru to grama
the Maria brought the.GEN Petros.GEN the letter
‘Mary brought Peter the letter.’ (Greek, Anagnostopoulou

2003:p.24,p.210)

The facts in (13) and (14) are easily captured by the mechanism of total
syncretism. The functional sequence of Modern Greek (just like in other lan-
guages) has two syntactically distinct cases, the genitive and the dative. The
NP* raises above the dative, as a consequence of which the indirect object ap-
pears without any functional preposition. The fact that the genitive and the
dative are always non-distinct in Modern Greek is captured by the nature of
lexical entries, none of which has the genitive layer as its topmost node. This
analysis is schematically depicted below, which is essentially an annotated
version of the abstract schema (4) that we have started from:”

(15) The structure of case in Modern Greek:

5There is also the vocative case, but recall that I ignore vocatives here.

6 Apart from the languages discussed by Pancheva (2004) (Romaninan, Bulgarian,
Macedonian), total syncretism of genitive and dative is also attested in Albanian, see
Camaj (1984:p.32).

"Assuming the tree in (15), there is a puzzling fact in Modern Greek. It is the
fact that the preposition me ‘with’ takes its complement in the accusative, rather
than the expected genitive. Modern Greek is the only language I know of where a
functional preposition does not combine with the “biggest” case a language has. An
implementation of this interesting fact can be achieved by a recourse to the Anchor
Condition, as discussed in §2.9.
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NP (Dative = 7
/\

_

D Genitive

C

Accusative = ¢

B

Nominative = p

o t-NP* L

The Greek system given in (15) must be distinguished from a language which
is superficially the same (and has a three case system of NOM, ACC, GEN), but
different in that NP* movement targets a position below the dative:

(16) Dative

D/>\
NP* Genitive

_

C  Accusative

B Nominative

A
... t-NP* ...

Such a language will differ from Modern Greek in that the genitive case will
not be used as an indirect object. Instead, the indirect object will be realized
as a combination of a functional preposition (spelling out the feature D in the
tree above) and the genitive case. An example of such a language is Standard
Arabic. In this language, possessors are marked by the genitive like in Greek
(compare (17a) with (14a)). However, unlike in Greek, indirect objects cannot
bear the same marking as possessors, and they require a preposition (compare

(17b) with (14b)).

(17) a. umm-u muhammad-in
mother-NOM Muhammad-GEN
‘Muhammad’s mother’
b. ahDara-t  maryam-u  al-xiTaab-a  *(li)- muhammad-in.
brought-AGR Maryam-NOM DEF-letter-acC TO- Muhammad-GEN

‘Maryam brought the letter to Muhhamad.” (Standard Arabic,
Islam Youssef, p.c.)

Here, a descriptive grammar has to state the facts in terms of distinct lists of
functions for the Greek and Arabic “genitive.” The present model translates
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this statement into an independently needed parameter, namely the height of
NP* movement: Greek moves NP* above the dative, and Arabic only above
the genitive. From this, it follows that Greek indirect objects have no func-
tional preposition, while in Arabic, the preposition li- has to show up. This
analysis requires that genitive and dative show total syncretism in Modern
Greek, which is a possibility predicted by the system.

3.2.5 The total syncretism of dative and instrumen-
tal

This syncretism is attested for Classical Greek (Buttman 1822). Classical
Greek is described as a four case system (NOM, ACC, GEN, DAT, leaving voca-
tive aside). In addition, the dative is mentioned as having the instrumental
function:

(18) pattassein rabdo
strike stick.DAT
‘to strike with a stick’ (Classical Greek, Buttman 1822:p.230)

Thus, we need to acknowledge that nouns in Classical Greek move as high
as the instrumental (since there is no preposition in (18)), and at the same
time, we are required to posit an absolute syncretism of this instrumental and
the dative. The proposal that NP* movement lands just above the instrumen-
tal (and not higher) reflects the additional fact that the comitative in Classical
Greek is expressed as the combination of the preposition syn ‘with’ and the
dative.

Thus, the four way case system of Classical Greek is different from a su-
perficially similar four way case system of languages like German. Similarly to
Classical Greek, dative in German expresses indirect objects and complements
to various prepositions like IN (Ger in / Gr en), or BETWEEN (Ger zwischen
/ Gr metd), but it cannot (by itself) express the instrument of an action, see
(19). In this context, the functional preposition mit has to show up.

(19) Peter hat die Suppe *(mit) einem  Loffel gegessen.
Peter has the soup with a.DAT.SG spoon eaten
‘Peter has eaten the soup with a spoon’ (German)

The distinction between the Greek (18) and the German (19) is captured by the
proposal that the NP* moves to different positions in the two languages, above

801d English, which I discuss in §8.4.1, is similar to Classical Greek in showing a
total syncretism of dative and instrumental in the nominal domain. Some of the Old
English demonstrative pronouns, however, do distinguish the dative from the instru-
mental. In Serbian (§8.3.1), the plural shows the dative/instrumental syncretism, as
well as all duals in Upper Sorbian and Slovene (§8.3.2).
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the instrumental layer in Classical Greek, but below this layer in German.
What causes the apparent similarity of the systems is that in Classical Greek,
the instrumental is always the same as the dative.

3.2.6 Comitatives and instrumentals

The title of this section recapitulates the title of Stolz et al. (2008). The article
reports that the total syncretism of these two roles is relatively frequent, and
it is not restricted to a particular geographical area. Out of the 322 languages
investigated by Stolz et al. (2008), 76 (cca 23%) show a total syncretism of the
comitative and the instrumental. This syncretism is present also in English

(with) and a further illustration comes from Inga, a Quechuan language of
Colombias:?

(20)  a. alcalde-huan-ta-si pueblo-ma samuncuna
mayor-WITH-even-QUO town-all  come.3.PL
‘They came to town together with the mayor.’
b. caspi-hua-si tanteancuna nayapa junda
stick-WITH-QUO measure.3.PL how full
‘It was so full, they were measuring it with a tree-trunk.” (Inga,
Stolz et al. 2008:ex.1)

3.2.7 A non-implication of total syncretism

The theory of total syncretism I adopt here treats total syncretism as an in-
stance of ordinary syncretism, and it does not introduce any special mechanism
to encode it. The difference between total and ordinary syncretism is a dif-
ference in the degree of syncretism, not in its quality. This view is supported
by the data presented here, which show that total syncretism operates along
the same hierarchy as ordinary syncretism. A differential treatment of these
phenomena is thus not justified by the data considered in this dissertation.

This is, however, not the only way to go, and alternatives have been sug-
gested (see, e.g., Williams 1994, Bobaljik 2002, Calabrese 2008, Harley 2008).
I will briefly review the motivation for these alternatives, and provide two
arguments for not adopting them.

The usual line of argument for treating total syncretism differently from
an ordinary syncretism is the following: if total syncretism is treated like
an ordinary syncretism, we (apparently) lose a generalization that should be
captured. To see what generalization we are (apparently) missing, recall, for
instance, the facts of Modern Greek. In this language, the genitive and dative
show total syncretism. Now Modern Greek has a number of declension classes

9The variation between the form hua and huan is not addressed in the quoted
paper.
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with various different exponents. However, the total syncretism of genitive and
dative holds (by definition) across these declension classes: no matter what
(set of) exponents we choose, dative and genitive will never be distinguished.

Thus, Williams (1994:p.25) suggests that total syncretism represents “a
pattern which is independent of the forms in the pattern,” and hence, “it is a
part of the formal structure of the paradigm, [...] standing above particular
words, particular rules, particular suppletive relationships.” For Williams,
this means that total syncretism is to be captured differently from an ordinary
syncretism, which, unlike total syncretism, concerns particular markers.

Williams’ view on the matter has been adopted (not without qualifica-
tions) by a growing number of works within the framework of Distributed
Morphology, of particular relevance are the works by Bobaljik (2002), Cal-
abrese (2008) and Harley (2008). While the authors do not adopt the particu-
larities of Williams’ proposal, they agree that total syncretism should receive
a special treatment.”

There are two reasons why I do not follow these proposals and treat total
syncretism like an ordinary syncretism. The first reason is Occam’s Razor:
for the data I have discussed, there is no need to introduce anything beyond
structure and spell out. And if we can handle total syncretism by the means
we already possess, than we should not introduce any other.!!

Another reason for treating total syncretism like an ordinary syncretism is
more subtle, and ultimately reduces to the first point. Nevertheless, I mention
it separately, because it involves a reasoning based on assumptions about what
speakers know when they know their language. Specifically, I assume that
speakers have access to abstract (and universal) syntactic structures, and a
(language specific) lexicon which provides instructions how to pronounce these
structures. The devices proposed by Williams or Distributed Morphology
belong neither to syntax, or the lexicon as understood here. Rather than part
of the grammar, total syncretism is a generalization over the output of that
grammar. Generalizations are important for linguists, because they provide
a reflection of the underlying organization of the system. However, they are
not something a learner should acquire in addition to the lexical entries of the
individual morphemes.

10See Bobaljik (2002) for an overview of proposals beyond Williams (1994).

"' This holds even more once the particularities of the proposals are taken into
consideration. Williams, for instance, proposes that there exists a dedicated and
syntax-independent paradigm structure over which total syncretism is stated. The
proposals within Distributed Morphology use a Morphology specific operation (Im-
poverishment), which presupposes the existence of a whole module of grammar.
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3.3 A conceptual refinement

As the discussion in the preceding section has shown, categories such as dative
or genitive correspond to different things across languages. The genitive in
Modern Greek is different from the genitive in Arabic, the dative in Classical
Greek is different from the dative in German, and so on. On the one hand,
the present theory offers a way to pin down what exactly the differences are,
and a way to model them in a formal and constrained fashion, using standard
parameters such as the difference in the height of NP* movement. On the
other hand, doing this makes it clear that phrasing the syntactic hierarchy of
case in terms of surface categories (like genitive and instrumental) becomes
confusing because of the ambiguity of such terms.

Thus, on the one hand, I have been using the terms such as genitive and
instrumental to refer to constituents of a particular size, which correspond to
the non-terminal nodes in (21).

(21) Comitative

F  Instrumental

/\
E Dative

N

D  Genitive

N

B Accusative

O

B Nominative

_

On the other hand, the same terms also refer to a stretch of functions covered
by a single morphological category. The ambiguity can be highlighted by
the proposition which says that spelling out “the genitive” is only one of the
functions of “the Modern Greek genitive.” (The other function is to spell out
“the dative.”)

The obvious alternative which avoids this problem is to phrase the syntac-
tic hierarchy in terms of the functions individual constituents express, such as
“subject,” “direct object,” “possessor,” “recipient,” “instrument,” or “accom-
paniment.” Thus, (21) should be replaced by something like (22).



3.3. A CONCEPTUAL REFINEMENT 109

(22)  Accompaniment

T

F  Instrument

RN

E  Recipient

S

D Possessor

N

C Direct Object

N
B Subject

The terms like genitive or instrumental can then be reserved to refer to lan-
guage particular ways of cutting up the underlying sequence into portions
within which no distinctions are made. Thus, the genitive in Modern Greek
corresponds to a stretch of functions covering the possessor and the recipient,
which is indicated by the bracket running parallel to the tree (23).

(23) Accompaniment

N

F Instrument

T

E Recipient

Possessor
The Modern C Direct ObJect
Greek genitive
bJect
—
A

Note that the bracket here does not indicate a constituent spelled out by
the genitive morpheme, since each genitive morpheme in Modern Greek must
be lexically specified for all of the features A, B, C and D. What the bracket
indicates is total syncretism, a stretch of the functional sequence which (on a
language wide basis) shows no morphological distinctions.!?

(23) represents an important conceptual update on the simple picture that
we have started from, and it provides the needed distinction between “syntac-

2Recall that whether a language does or does not make a particular distinction
can be deduced from the lexicon of the language. Thus, the Modern Greek lexicon
has no entry with the “possessor” constituent as its top node, and hence, there is
no distinction between the marking for “possessors” and the immediately dominating
category, the recipient.
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tic” and “morphological” case.!3 Further, (23) provides a neater way to com-
pare particular phrases across languages: an “instrument” is easy to identify
and compare on a cross-linguistic basis, whereas objects like “instrumental”
cause more complications, some of which we encounter in §3.4.4.

Apart from the advantages, there are two potentially problematic issues
which relate to the restatement of the hierarchy in terms of functions. The
first point is definitional, and it in fact arises independently of the restatement.
The second issue is more substantial, and it will lead me to conclude that the
hierarchy must be made more fine-grained.

3.3.1 What counts as a possessor?

The first point is that terms like possessor are too wide. To see that, consider
the observation that there are usually multiple ways in a language to express
a possessor, see (24).

(24) a. John’s house
b. a house of John(’s)

The challenge is thus to find out which one of the phrases in (24) corresponds
to the projection of the features C in (23).'* The question can be decided by
cross-linguistic comparison. Since the projection of C is meant to correspond
to possessors expressed by the genitive case, we just need to see which of the
expressions in (24) compares better with genitives in other languages. In other
words, the identification of cross-linguistically comparable cases is in praxis a
mixture of both semantic and formal criteria.

Based on this reasoning, I conclude that the projection of C (the possessor
case) is the phrase of John, and not the phrase John’s. This conclusion is
based on the fact that in contexts where alternations of the type of John
vs. John’s are excluded, it is the of-phrase that shares the distribution with
unambiguous genitives of other languages:

(25) a. plny penéz
full money.GEN
‘full of money’ (Czech)
b.  full of money

13The use of the phrase syntactic case has nothing to do with formal licensing of
extended NPs. I will be using the term without these connotations throughout.

14This question arises independently of whether the hierarchy is stated in terms
such as “genitive” or “possessor.” In the former case, we would still need to know
which of the phrases counts as the genitive.



3.3. A CONCEPTUAL REFINEMENT 111

(26) a.  sklenice vod-y
glass  water-GEN
‘a glass of water’ (Czech)
b. a glass of water

Thus, the restatement of the hierarchy in terms such as “possessor’ should
not be taken too literary: only certain types of possessors are considered.

3.3.2 Cases as Zones

The second — more substantial — point is that the last two pieces of data
also show that notions like “possessor” are too narrow for our purposes. For
example, the genitive in (27a) and the of-phrase in (27b) (both of which are
repeated from above) are partitives, rather than possessors.

(27) a.  sklenice vod-y
glass  water-GEN
‘a glass of water’ (Czech)
b. a glass of water

This view is supported by the fact that there are languages which distinguish
the two contexts overtly:

(28)  a. toulin janka
leg-GEN chair
‘the leg of the chair’
b.  kimppu kukki-a
bouquet flowers-PART
‘a bouquet of flowers’ (Finnish, Vainikka 1993:ex.7,43)

Similar issues then arise for all the other cases. Accusatives often show up
as various types of measures, datives tend to show up as recipients, bene-
/malefactives, (DP-external) possessors, as so called ethical datives, experi-
encers, and so on. Instrumentals are not only instruments, but often express
such functions as means, manner, causer, medium, etc.

The analytical options branch here, and two main approaches come to
mind. These options are not mutually exclusive, and different solutions can
apply on a case by case basis, depending on the evidence.

The first option is to claim that possessors and partitives are identical
structurally, and the difference between them comes form the encyclopedic
content. The fact that Czech/English does not distinguish these two distinct
cases is a matter of conceptual underspecification. (For a recent discussion of
this option in a different context, see Ramchand and Svenonius 2008.)

The second option is that the two functions of the Czech/English genitive
correspond to two distinct structural layers, ordered in a universal sequence.
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The fact that English or Czech does not distinguish these two distinct syntactic
constituents is due to total syncretism.

It is the second option which will be explored here in more detail, and
evidence for adding structural layers will be provided as we go. The picture
which will emerge from the discussion is such that a language like Modern
Greek — which has only three surface cases — will make use of many more
structures, and the three surface cases will give rise to conflations of these
underlying structures by the mechanism of (total) syncretism.

From the perspective of this future development, however, we realize that
the use of notions like “genitive” or “dative” to refer to syntactic constituents
turns out to be a convenient terminological shortcut. These terms can now
be used to denote a set of projections of (as yet) unknown cardinality and
structure, which tend to be realized as a morphological genitive or dative
across languages. This usage is similar to the usage of the term “the IP-zone
of the functional sequence.” Similarly to “the syntactic dative,” “the IP-zone”
provides an abstraction over a stretch of head positions of some cardinality
and internal make-up, located above the VP zone, and below the CP zone. It
is in this sense that I will continue to use the names of surface cases to refer
to syntactic structure. I will make these usages clear by using expanded terms
like “dative zone” should any confusion arise.!

3.4 Going fine-grained

In this section, I discuss empirical evidence for the claim of the last sec-
tion, namely that the “basic” cases we have been looking at so far are better
thought of as zones corresponding to a number of separate projections. The
main source of evidence will be drawn from cases which we have witnessed as
“intervening” in the paradigms of individual languages between the “main”
cases; recall, for instance, that Russian has a prepositional case which (in
terms of syncretism) comes in between the genitive and the dative. In order
to incorporate such cases into the theory of contiguity, these cases must re-
ceive a projection of their own. In concrete terms, the Russian prepositional
must structurally intervene for syncretism between the genitive and the da-
tive, providing evidence for the decomposition of individual zones, apparently
monolithic in languages which do not make such morphological distinctions.

5Note that distinguishing various zones is a terminological convenience as well.
For instance, no sharp boundaries between the dative zone and the genitive zone are
expected to obtain: we have already seen examples of morphological categories which
span such boundaries (e.g., the genitive in Modern Greek).
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3.4.1 ... [ partitive [ possessor ...

I start off by the issue which has been left open in the last section, namely
what is the proper representation of partitives and what is their relation to
genitives. To decide the matter, we have to look at languages like Finnish (see
(28)) which distinguish the two cases morphologically. Within the languages I
know of, there are three kinds of evidence which point to the conclusion that
the two layers of case are distinct, and that the partitive is bigger than the
possessor. I highlight the evidence in (29):

(29) a. In some Estonian paradigms, the partitive contains the case for
possessors
b. In Estonian and Finnish, there is a syncretism of the direct object
case and the possessor to the exclusion of the partitive
c. In Russian, the partitive is syncretic with the recipient case to
the exclusion of the possessor case

(29a) is straightforward: since the morphology of the partitive contains the
morphology of the possessor, this can be captured if the two cases correspond
to distinct projections, and the syntactic structure of the partitive contains
the syntactic structure of the possessor. I show this in (30).

(30) T

Recipient

RN

E Partitive

S

D Possessor

T

C Direct Object

N
B Subject
ey
A L.

The view encoded in (30) is supported by (29b,c). Taking for granted that
only adjacent layers of case show syncretism, as has been argued in ch. §1 and
§2, the facts are captured if the two cases correspond to distinct projections,
such that the possessor is adjacent to the object case, and the partitive to the
recipient case.

On the general level, the argument builds on the fact that in languages
which distinguish partitive morphologically, the partitive occupies a designated
position in the Case sequence of syncretism. The reasoning is then this: in
order to derive the contiguity constraint on syncretism, we have to adopt a
cumulative sub-classification, equivalent to a functional sequence. And since
the partitive is ordered (syncretism-wise) with respect to other items of the
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functional sequence, the partitive must occupy a designated position as well.
I proceed to illustrate the points on empirical material.

The Estonian partitive

Estonian is a Ugro-Finnic language with a relatively large number of cases.
For our purposes, I consider only a subset of them, which corresponds to the
so-called structural cases.'® The discussion draws on the paradigms and the
discussion in Blevins (2005) and Blevins (2008b).

The situation in the plural is uninteresting from our perspective, since the
partitive shows no syncretisms or any (obvious) containment relations. I show
that below:

(31) Estonian structural cases, plural
flag,pl.  church,pl. person,pl.
NOoM lipud kirikud inimesed
Acc  lipud kirikud inimesed

GEN  lippude kirikute inimeste
PART lippusid kirikusid  inimesi

The situation in the singular is more complex. The partitive enters both into
syncretism and containment relationships, some of them fairly abstract. A
large part of the complexity is due to stem alternations. To make the discus-
sion more straightforward, I deal here only with roots which show no stem
alternations, and I tackle the paradigms with stem alternations separately in
the appendix. The message of the appendix is that the paradigms with stem
alternations point to the same conclusion which are reached here on the basis
of the non-alternating paradigms.

What I believe to be an exhaustive selection of syncretism patterns in the
(analytically) simpler class of non-alternating roots is shown below:

(32) Estonian structural cases, non-alternating singulars
corridor, sg. house, sg. year, sg. church, sg. person, sg.
NOM  koridor maja aasta kirik inimene
Acc  koridor-i maja aasta kirik-u inimes-e
GEN  koridor-i maja aasta kirik-u inimes-e
PART koridor-i maja aasta-t  kirik-u-t inimes-t

The first two paradigms show the syncretism of the genitive and partitive,
a situation we know well from most Indo-European languages which simply

16 A1l other cases are based on the form of the genitive, see Blevins (2005). Ad-
ditionally, there is a containment between the directional and the locative cases, see
Pantcheva (2008c). Both of these facts are in line with the general approach adopted
here.
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do not distinguish these cases (like English or Czech discussed above). The
third and the fourth paradigm show the relevant pattern of partitive/genitive
containment: the partitive is based on the genitive by the addition of -¢ (bold-
faced). This last fact shows on the surface what I argue for: the partitive
contains the genitive.

Finally, the last paradigm shows that the genitive singular can also be
formed by a distinct affix, compared to the partitive singular. This is appar-
ently the same situation as in the plural, but there is an important difference.
Unlike in the plural, the genitive singular is always syncretic with the ac-
cusative singular. This means that the genitive must be structurally adjacent
to the accusative, and it cannot be separated from it by the (distinct) partitive.

The same situation obtains in the singular of the Finnish declension:

(33) A subset of Finnish singular cases

bear, sg.
NOM  karhu
Acc  karhu-n
GEN  karhu-n
PART karhu-a

As in Estonian, since the genitive and accusative are syncretic to the exclu-
sion of the partitive, the partitive must not intervene between these cases
structurally. Thus, we have found two pieces of evidence (34) in favor of the
structure (35).

(34) a. In some Estonian paradigms, the partitive contains the case for
possessors
b. In Estonian and Finnish, there is a syncretism of the direct object
case and the possessor to the exclusion of the partitive

(35) T
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The Russian partitive

In Russian, there is a small class of masculine nouns, like ¢aj ‘tea,” which
distinguish between the partitive use and an overall “genitive zone” use.!”
This is shown in (36).

(36) a. stakan caj-u
glass tea-PART
‘a glass of tea’
b. vkus caj-a
taste tea-GEN
‘the taste of tea’ (Russian, Corbett 2008)

In most descriptions of Russian, the partitive case is not distinguished as a
separate case. There are several reasons for that; one of them is that apart
from the small class of nouns like ‘tea,” the partitive is always the same as the
genitive. Thus, (37) contrasts with (36), noting that apart from the distinction
in the partitive context, the nouns ¢aj and kisel’ inflect alike.

(37) a. stakan kiselj-a
glass  kissel-PART=GEN
‘a glass of kissel’
b.  vkus kiselj-a
taste kissel-GEN
‘the taste of kissel’ (Russian, Corbett 2008)

Moreover, the partitive ending -u of ¢aj-u ‘tea, PART’ is identical to the dative

ending, shown in (38), making partitive a non-autonomous case.8
(38)  krepk-omu caj-u
strong-DAT tea-DAT
‘strong tea’ (Russian, Corbett 2008)

1"The discussion here draws on Corbett (2008), see the paper for additional refer-
ences.

B There are additional facts which I do not try to account for here. For instance,
Corbett (2008) mentions that when modified by an adjective, the genitive ending -a
(as opposed to the partitive -u) is preferred even for nouns which otherwise have a
distinct partitive form.

(i) stakan krepk-ogo caj-a
glass strong-GEN tea-GEN
‘a glass of strong tea’ (Russian, Corbett 2008)

Further, Corbett mentions the fact that when the head noun ‘glass’ is in an oblique
case, there is speaker variation concerning the acceptability of the partitive. The
latter fact, however, finds a partial parallel in the behavior of the Finnish partitive,
see the discussion in Vainikka (1993) surrounding her example 40.
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Putting these facts together, the following paradigm emerges:

(39) Russian partial singular paradigms (based on Corbett 2008:ex.8)%
kissel, sG. tea, sG

GEN  kiselja caja
PART kiselja caju
DAT  kiselju caju

Granted the approach to syncretism presented in ch. §1 and §2, the
paradigms provide evidence that there is a separate layer of partitive case,
and that this layer is higher in the structure than the other genitive uses,
among them the possessor function.

(40) T
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That is because of the contiguity requirement on syncretism: in (40), the
partitive is adjacent to the dative zone, and can thus show syncretism with it
to the exclusion of the other uses of the genitive.

Summing up: the restatement of the case hierarchy in the preceding sec-
tion invites us to make the hierarchy more fine-grained, and thus, capable of
capturing an increasing range of facts. In this section, I have discussed three
languages (Estonian, Finnish and Russian) which morphologically distinguish
two distinct functions of the genitive zone, the partitive function and the pos-
sessor function. Syncretism and containment facts from all the three languages

O There is a tension between the partitive — dative syncretism and some additional
facts of Russian. In particular, there are two more cases (apart from the partitive)
which emerge on the border of the genitive/dative zone: the prepositional T and II.

As we will see later on, the prepositional must be higher than the partitive, since
there are paradigms where PREP = DAT, and PART = POSS, leading to the order DAT
> PREP > PART > POSS. Based on this, we would expect that when PART = DAT,
then PREP = DAT as well.

The prediction is borne out only partially. The prepositional IT does show the
expected -u identical to the PART/DAT form, but differs in the stress placement.
However, the form of the prepositional I, which is -e, leads to a clear contiguity
violation. I have to leave this open for future research.
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point to the conclusion that the partitive is bigger than the genitive, thus, (41)
becomes (42), where z stands for zone:

(41) ... > DAT Z > GEN Z > ACC Z > ...

(42) .. >DAT Z > ... > PART > ... > POSS > ... > ACC Z > ...

I now proceed to look at another case which emerges (low) in the genitive
zone, the locative of Sanskrit and Classical Armenian.

3.4.2 The Sanskrit locative

In §1.1, T have briefly discussed syncretism in Sanskrit as a support for the
hypothesis of Universal Contiguity. Example paradigms are given below (from
Baerman 2008).

(43)  Sanskrit

‘god,” sG. ‘god,’ DU. ‘god,” PL.  ‘fire,” SG.
NOM devas devau devas agnis
ACC  devam devau devan agnim
Loc deve devayos devesu agnu
GEN devasya devayos devanam  agnes
ABL  devat devabhyam = devebhyas agnes
DAT devaya devabhyam | devebhyas agnaye
INS  devena devabhyam devais agnina

Apart from the cases which have been dealt with in the original statement
of the case hierarchy (NOM, ACC, GEN, DAT, INS), the linear arrangement
incorporates the locative case and the ablative case. Our focus here is on the
locative case.?’

The relevant observation is that the locative case occupies a designated
position in the proposed ordering (it shows syncretism with the genitive), and
consequently, it should be taken as an integral part of the system. This can
be achieved if we adopt the existence of an additional layer of case between
the accusative zone and the genitive zone.

A similar situation arises in Classical Armenian, Schmitt (1981). Here,
the locative case shows syncretism either with the genitive, or the accusative,
see (44). Thus, it must be ordered between these two cases. Like the Sanskrit

20The ablative will not be dealt with here. Note though that in the structural en-
coding of the ordering, the ablative will contain the locative. This has been proposed
independently in a general format, the claim being that directional expressions con-
tain locative expresions, see, e.g., Jackendoff (1983), van Riemsdijk and Huybregts
(2002).
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locative, the Armenian one is not a non-autonomous case. This is shown in
the third paradigm, where the locative has a unique ending:?!

(44)  Classical Armenian, a-stem declension Schmitt (1981:p.94ff.)

nation, SG. nation PL. year, SG.

NOM azg-¢ azg-k tari

ACC  azg-¢ azg-s tari

LOC  azg-i azg-s tarw-oj

GEN  agg-i azg-ac’ tarw-oy

DAT  azg-i azg-ac’ tarw-oy

ABL  azg-é azg-ac’ tarw-oy / -ojé
INS  azg-aw azg-awk' tare-aw

Within the approach to syncretism adopted here, the linear sequence of
syncretism translates directly onto syntactic structure of increasing complex-
ity. Since in the paradigms above, the locative is ordered in between the
accusative and the genitive, this leads inevitably to a separate layer of case
for the locative, which emerges on the boarder of the two zones:

(45) The genitive zone

RN

D Locative
C The accusative zone

B The nominative zone

N
A DP

The newly established locative layer can be used to understand some uses of
the genitive in languages which do not distinguish locative case parallel to the
one in Sanskrit or Classical Armenian. Thus, consider the Czech (46a), where
the preposition u ‘at/by’ requires the genitive, which (apparently) contrasts

2IThere is a difference between the locative case of Classical Armenian and Sanskrit.
While the Sanskrit locative expresses a location on its own, the Locative in Classical
Armenian must come with a preposition. I leave it open here how to account for this
important difference.

In general, I understand the combinations of a preposition and a particular case
in the following way. The case marking on the noun provides spatial information
concerning the object denoted by this noun, in particular its position, dimension or
orientation in a system of coordinates. The adposition takes this information as an
input, and constructs a “derived space” within which the Figure is located.
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with the locative of Classical Armenian, (46b):

(46) a. Sedél u dver-{
he.sat at/by door-GEN
‘He sat by the door.’ (Czech)
b. nster ar dur-s
he.sat by door-LoC
‘He sat by the door.’

(Classical Armenian, Krause and Slocum no dateb-b:§23.5)

A possible approach to (46) is to say that u in Czech (like ar in Clas-
sical Armenian) selects for the low locative layer, which in Czech (unlike in

Armenian) shows total syncretism with the genitive.??

Thus, we arrive at the following picture:
(47) ... DAT 7 > GEN Z > ACC Z ...
(48) .. DAT Z > ... > PART > ... > POSS > ... > LOC > ... > ACC Z ...

A possible interpretation of the formally distilled (48) is that possession is
a special type of location.

3.4.3 The Slavic prepositional

The introduction of the low locative function requires several remarks. In
particular, while the evidence points to the conclusion that there is a low
“spatial” layer inside the genitive zone, there is also evidence that this is not
the only layer with the ability to serve the expression of a location. In fact,
there seem to be a number of such projections, and in this section, I provide
evidence from Czech and Latin for a locative layer which occurs between the
genitive and the dative zone.

The Czech prepositional

To see the issue on a minimal pair, consider the data in (49), which show that
apart from the genitive, Czech uses a different case in locative prepositional
phrases headed by prepositions like v ‘in’ or na ‘on:’

22Leaving nominal and adjectival adpositions aside, u is the only Czech locative
preposition which assigns genitive. I come back to this later, and suggest that this
is because of the nature of the AT location. In Classical Armenian, however, also
IN and ON locations take the locative. I leave the source of this difference between
Czech and Armenian unresolved here.
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(49) a. u aut-a
at car-GEN
‘at/close to the car’
b. v /na aut-é
in / on car-PREP
‘in / on the car’ (Czech)

Due to the fact that the function of the case in (49b) is restricted to loca-
tive (and some abstract) prepositional phrases, it is traditionally called either
locative, or prepositional. To avoid terminological confusion with the lower
locative function, I call the case prepositional. Analytically, we have the two
familiar options to choose from. The first one is that the genitive and the
prepositional are of the same complexity, and they differ in their conceptual
content. Alternatively, they each correspond to a distinct structure.

Evidence from syncretism, illustrated in the table below, points to the
conclusion that the prepositional case corresponds to a separate layer which
is higher than the possessor, but lower that the dative zone. (Syncretism in
Czech is discussed in detail in §8.3.3.)

(50) Syncretism in Czech

sea, sg. teacher, sg. good, m.pl. book, sg. both
NOM | KUR-AT-A ucitel-¢ dobr-é knih-a ob-a
ACC  KUR-AT-A UCITEL-E dobr-é knih-u ob-a
GEN  kui-at-¢ UCITEL-E  DOBR-YCH knih-y ob-ou
PREP kui-at-ech uéitel-i DOBR-YCH  KNIZ-E ob-ou
DAT  kuf-at-um ucitel-i dobr-ym KNIZ-E OB-EMA

INS kui-at-y ucitel-em dobr-ymi knih-ou | OB-EMA

The table above illustrates that syncretism in Czech is restricted by con-
tiguity in the order given in (51). What is important here is that the prepo-
sitional case appears in between the genitive and the dative:

(51)  Czech: NOM — ACC — GEN — PREP — DAT — INS

This encodes the restriction on syncretism in Czech such that when the dative
and the genitive are syncretic, this can happen only if the prepositional has
the same form. This is because no “skipping” is allowed by the statement
(51). An example of this is shown in (52):

(52) Syncretism in Czech II
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bone, sg.
NOM  kost-g
AcC  kost-g
GEN KOST-I
PREP KOST-I
DAT KOST-I
INS kost-i

Within the confines of the present system, these facts require that the prepo-
sitional corresponds to a dedicated structural layer, which intervenes (for syn-
cretism) between the genitive and the dative. This is shown in (53):

(53) The dative
zone

E  Prepositional

D The genitive
zone

_

The Latin locative

Evidence for a layer of locative case on the boarder of the genitive zone and the
dative zone is also available in Latin (Hale and Buck 1903, Allen and Gree-
nough 1975, Johnston 1996, Calabrese 2008). Under standard descriptions,
Latin has the following inventory of cases: nominative, accusative, genitive,
dative and ablative (leaving vocative aside). I diverge from the tradition and
label the last one of the cases instrumental (instead of ablative), because ex-
pressing an instrument (rather than source) is the most prominent meaning
of this case when used in isolation.?3

The general pattern of syncretism in the language is such that the core
cases (i.e., the nominative and accusative) show a frequent syncretism (all
neuters), see the paradigms ‘war SG./PL.” in the table below. Among the
oblique cases, the dative and instrumental are frequently syncretic. This ob-
tains in all plural paradigms (see the plural of ‘war’ in the table below), and
also in the second declension singular (as seen in the singular paradigm ‘war’).
In the first and fifth declension, the genitive and dative are not distinguished
in the singular (see the paradigm of ‘star’ and ‘thing’). These syncretisms are

23The label ablative comes from the fact that source prepositions such as ez ‘from’
take their complement in this case. Only for few nouns, the instrumental alone can
express separation.
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in line with the Case sequence, which is represented by the overall ordering of
the cases.?*

(54) Syncretism in Latin

war, SG. star , SG. thing, SG. war, PL.

NOM bell-um  stell-a r-€s bell-a
ACC  belllum  stell-am r-em bell-a
GEN  bell-T stell-ae r-e1 bell-orum
DAT  bell-o stell-ae r-el bell-1s
INS bell-0 stell-a r-€ bell-1s

Against this background, consider what happens in Latin when expressing
a location. Most nouns have to be couched into a prepositional phrase, such
as the sentence initial PP in (55).

(55) In silv-is abditi late-ba-nt.
in woods-INS.PL hidden lie.hidden-PAST.IMPERF-3.PL
‘They were lying hidden in the woods’

(Latin, Hale and Buck 1903:8§433, originally from Caesar)

The instrumental in such prepositional phrases is not of an immediate concern,
and I assume that it corresponds to a locative layer higher than the one which
is under investigation now. I will turn to an independent evidence for such a
high locative layer in the next section.

However, a different behavior can be observed for names of towns and
small islands. These nouns can be used as locatives without an accompanying
preposition, and when this happens, they bear a special case ending, sometimes
called the locative case.?® The marking of the locative is non-autonomous,
and it coincides either with the dative, or the genitive. This indicates that the
Latin locative corresponds to a structural layer on the boarder of the genitive
and the dative, the same position where the Slavic prepositional occurrs. The
evidence for the ordering of the locative shows most clearly in the first three
Latin declensions, which I give below.

(56) The Latin locative, declensions I, II, III

24There are two potential counterexamples to this order which I deal with in §8.5.

25Thus, I analyze Latin as having two distinct locative layers, one for the names of
towns and small islands (this layer is called the Latin locative here), and another one
for the remaining nouns, shown in (55). The distinction between the two locative lay-
ers is theoretically relevant. If there was a single locative case covering the examples
in (55) and the facts to be discussed, then almost any account in terms of underspec-
ification meets with difficulties, as argued in Calabrese (2008). However, once the
(independently needed) existence of two distinct locative layers is acknowledged, the
difficulties disappear.
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star, SG  slave, SG  chief, sa star, PL slave, P leader, PL
NOM  stell-a serv-us princep-s stell-ae serv-1 princip-és
ACC  stell-am serv-um  princip-em stell-=as Serv-os princip-es
GEN  stell-ae  serv-1 princip-is  stell-arum  serv-orum  princip-um
LoCc Rom-ae Corinth-1 Tibur-i?6 Athen-1s Philipp-1s  Trall-ibus
DAT  stell-ae  serv-0 princip-1 stell-1s Serv-1s princip-ibus
INS  stell-a Serv-o princip-e stell-1s Serv-1s princip-ibus

The fourth and fifth declension do not provide such a clear evidence, since
most locative expressions take on the form of the instrumental (which is irrel-
evant here, see ftn. 25). However, the noun ‘house’ provides some evidence
for a 4th declension locative. The relevant forms are shown below, based on
Hale and Buck (1903:§97) and Allen and Greenough (1975:§427):%7

(57) The Latin locative, declensions IV

house, sG
NOM domus
AcC  domum
GEN domus
LOC domul
DAT domul
INS domu

Ordering the partitive and the prepositional

In this section, we have seen evidence from Czech and Latin for the existence
of a layer of spatial case located at the boarder of the genitive and the dative
zone. What is the order of this layer of spatial case and the upper regions
of the genitive zone, such as the partitive? Here, we need to know that both
in Czech and Latin, the partitive is consistently expressed as the genitive, see
(58).

(58) a. Cast vojak-u
part soldiers-GEN (Czech)
b.  pars milit-um
part soldiers-GEN
both: ‘part of the soldiers’

26Tn the third declension, forms such as Tibur-e coinciding with the instrumental
are also found. As clarified in the previous footnote, I analyze these forms as corre-
sponding to a distinct locative layer. A nice piece of evidence for such a layer comes
from Slovene, and I discuss it in the next section.

2"The noun domus ‘house’ shows forms which vary between the 4th and the 2nd
declension, with preferences in particular cases. I abstract away from this here, and
focus on the 4th declension forms.
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(Latin from Allen and Greenough 1975:8346)

Based on this, I conclude that the locative layer (which shows syncretism with
the higher dative) must be above the partitive:

(59) DAT Z > PREP=LOCs > PART > POSS > LOC; > ACC Z

The close relation between the dative zone and the prepositional layer is also
confirmed by the situation in Serbian (§8.3.1). Serbian is a South Slavic lan-
guage, related to Czech. In this language (unlike in Czech), the prepositional is
always segmentally identical to the dative, with only a couple of nouns showing
a distinction in stress placement. Thus, Serbian shows a development towards
a language in which the prepositional layer is absorbed inside the dative due
to total syncretism.

The two locatives

What is interesting from a more general perspective is the fact that there are
now two locative layers, a higher one and a lower one. This is a new situation
which requires some theoretical reflection. In particular, the “doubling” opens
a way to incorporate apparent non-linear phenomena in syncretism.?® To see
how doubling of projections avoids non-linear representations, assume for a
moment that there would be only a single layer of locative case. This single
layer of case would have to show three syncretisms: with the accusative (as
in Classical Armenian), with the genitive (in Classical Armenian, Sanskrit,
Czech and Latin), and finally with the dative (Czech and Latin). This is
shown below:

(60) NOM — ACC  GEN  DAT — INS

~. |

LOC

However, under the assumption that there are two locative layers, we main-
tain a linear representation, as shown below:

(61)  NOM — ACC — LOC] — GEN — LOCy — DAT — INS

Evidence for (61) (and against (60)) is provided by languages which exhibit
both of these layers, as exemplified by Czech below. (62a) shows the low
locative layer (syncretic with the genitive in Czech), and (62b) shows the

281 will argue shortly that while the two locative layers are similar, they are in fact
semantically distinct. Thus, the word doubling is not to be interpreted literally. The
situation is similar to Cinque (1999), where certain adverbial projections apparently
multiply, but with slight differences in meaning.
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higher layer. Since the two locatives are formally distinct for a single noun,
there must be two distinct locative cases available.

(62) a. u aut-a
at car-GEN
‘at/close to the car’
b. v /na aut-é
in / on car-PREP
‘in / on the car’

In Czech, there is also a meaning difference between the two layers. While in
(62a), nothing is presupposed about the dimensionality of the car, in (62b), the
car must be a dimensional object with either an interior (for IN), or a surface
for (ON). Thus, both morphological and semantic considerations point to the
conclusion that there are at least two distinct locative projections.

In the next section, I turn to a third locative layer, which occurs at the
lower reaches of the instrumental zone. The evidence is provided by the cu-
rious behavior of the Slovene instrumental, the properties of which open the
discussion.

3.4.4 Slovenian and its “degraded” instrumental

Let me set the stage by repeating that in Classical Greek, an instrument is
expressed as a dative, see (63).

(63)  pattdssein rdbdo
strike stick.DAT
‘to strike with a stick’ (Classical Greek, Buttman 1822:p.230)

This has led to the proposal that NP* moves above the instrumental projec-
tion, and that this projection shows a total syncretism with the dative.

Slovenian represents a curious converse case. The language does have a
morphological form which is called instrumental, yet the expression of the
instrument role calls for a functional preposition to accompany this case, see
(64). As the example shows, the instrumental case is ungrammatical without
the preposition:

(64) Pisem *(z) flomaster -jem
write.1.SG with marker -INS
‘Im writing with a marker.’ (Slovenian, Greenberg 2008:p.120)

Within the present model, this fact indicates that the NP* in Slovenian moves
lower than NP* in Classical Greek, i.e., lower than the instrument layer. In
other words, the instrumental case in Slovene must be “smaller” than the
instrumental in closely related languages such as Czech or Russian, where the
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instrumental is enough to express the instrument role.

(65)  Pisu (77s) per-em.
write.1.8G with pen-INS
‘Im writing with a pen.’

127

(Czech)

Now despite the fact that the Slovenian instrumental must be smaller than the
instrument case, it can be shown that the Slovenian instrumental must also
be higher than the (Slovenian) dative zone. This is based on the system of
syncretism in Slovene. In order to obtain an ordering such that only adjacent
cases show syncretism, the instrumental has to follow the dative. I discuss
Slovenian declension in more detail in §8.3.2, and here I only offer a bird’s eye

view of the facts:

(66) Syncretisms in Slovene
table, du. farmer du. peach, sg. apple, sg. farmer sg. 1 we my, pl.m.

NOM | miz-i kmet-a bréskev-¢g  jabolk-o kmet-¢ jaz mi mej-i
ACC | miz-i kmet-a bréskev-¢  jabolk-o kmét-a mén-e  na-s  mqj-i
GEN  miz kmét-ov bréskv-e  jabolk-a kmét-a mén-e na-s mgj-ih
PREP miz-ah kmet-ih bréskv-i jabolk-u kmeét-u mén-i | na-s  mgj-ih
DAT | miz-ama  kmét-oma  bréskv-i jabolk-u kmét-u mén-i  nam mQj-im
INS miz-ama  kmét-oma | bréskv-ijo jabolk-om kmét-om = men-6j nami mgj-imi

Thus, the Slovenian instrumental must be lower than instrument, yet
higher than the dative zone. This provides evidence in favor of the proposal
that there is an additional layer of case between the instrument case and the
dative zone, which for now I call the Slovene instrumental. The proposal is

shown below:

(67) Instrument

F  The Slovene
Instrumental

E The dative zone

_

With the new layer of case in place, we can capture the facts by saying that
in Slovene, the NP* lands above the projection of the Slovene Instrumental,

but lower than the projection of the instrument:
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(68) Instrument

F
NP* The Slovene
—~ Instrumental

E The dative zone

T~

... t-NP* ...

(68) delivers the result that (i) the instrument is accompanied by a functional
preposition, see (64), and that (ii) the Slovene instrumental case follows the
dative when it comes to the patterns of syncretism, see (66).

What kind of projection does the Slovene Instrumental correspond to? The
distribution of the instrumental in Slovene is restricted to positions following
prepositions. Apart from the preposition ‘with,” it occurs after prepositions
such as nad ‘above,” pod ‘under,” za ‘behind,” nad ‘above’ and med ‘among.’
Thus, it is best characterized as a high locative layer on the boarder of the
dative and the instrumental. I show this below:

(69) Instrument

/\
F A high
locative

E The dative zone

_

The existence of such a layer of case on the boarder of the dative and the
instrumental zone is confirmed by the fact that in other languages, compa-
rable prepositions take either dative (German, Icelandic, Ancient Greek) or
instrumental (Latin, Czech, Russian). In these languages, the high locative
layer thus shows a total syncretism either with the higher instrumental zone,
or with the lower dative zone.

The three locatives

As highlighted above, Czech shows both a formal and a semantic difference be-
tween the two lower locative layers, shown in (70a,b). While the low genitive-
zone layer does not provide any information concerning the dimensionality of
the object, the higher layer presupposes that the object is a container or a
surface. Is there a similar distinguishing criterion for the high locative layer
of the instrumental zone, shown in (70c)?
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(70) a. u aut-a

at car-GEN
‘at/close to the car’

b. v /na aut-é
in / on car-PREP
‘in / on the car’

c. pred / pod aut-em
in front of under car-INS
‘in front of / under the car’

In Czech (and other Slavic languages) the answer is yes. In particular, the
high instrumental layer occurs with so-called projective prepositions (see, e.g.,
Zwarts and Winter 2000), which require that the object of the preposition (‘the
car’ in (70c)) is oriented with respect to a spatial axis, either an UP/DOWN
axis, or a FRONT/BACK axis.

3.5 Conclusions

This section started with the discussion of total syncretism within the confines
of the initial statement of the Case sequence. Among other things, the investi-
gation revealed that surface cases like “dative” or “genitive” do not correspond
to identical grammatical objects across languages (the dative in Ancient Greek
is also the instrumental, the genitive of Modern Greek is also the dative). This
led to a refinement of the underlying hierarchy of case in terms of functions,
which particular morphemes are distributed over in a linear fashion. Surface
cases like “genitive” are then understood as language particular ways of cut-
ting up the hierarchy into chunks within which no morphological distinctions
are made.

As a follow up, I showed on a couple of empirical examples that this
view is justified, and that the surface case categories give way to further de-
composition. The couple of examples notwithstanding, the description of the
underlying sequence awaits future research.

This chapter concludes the discussion of case representation, and I now
turn to a discussion of case computation.

3.6 Appendix I: The proposed fseq of case

This section provides a table which sums up the facts discussed up to now.

(71) A graphical summary of the facts
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The proposed NOM ACC LOC; GEN PART LOCs DAT LOC3 INS
sequence
Anc. Greek NoMm Acc GEN = Dar <« =
Mod. Greek Nom Acc GEN = P
Arabic Nom Acc GEN P P
Russian Nom Acc = GEN <«/=7 PRrREp Dar = INs
Czech Nom Acc = GEN <« Prep Dar = INs
Slovene Nom Acc = GEN <« Prep DaT INS P
Sanskrit Nom Acc Loc GEN DAT INs
Latin Nom Acc GEN <« Loc Dar = INs
C. Armenian Nom Acc Loc GEN DAT INs
Estonian* NoM <«/= GEN  PART
Finnish* Nom Acc GEN PART

The first line shows the most elaborated version of the functional sequence

which I have provided some evidence for. Below this line are individual lan-
guages. For each language, the shortcut for a case indicates that the language
has this case, using (mostly) a traditional name for the case in that language.
For each language, the order of these cases in the table is also an order in
which only adjacent cases show non-accidental syncretism.

In addition, the table contains the following symbols:

(72) a. = : a total syncretism with the case to the right
b. <« : a total syncretism with the case to the left
c. </= : non-autonomous case (shows syncretism either to the
left, or to the right)
d. P : the language uses a combination of a preposition and a case
marker to spell out the case

Blank cells indicate that I have not presented any evidence as to what is the
status of the given case in a particular language.

The question mark in the cell of the Russian prepositional reflects the
problematic nature of the PART /PREP syncretism, discussed in ftn. 19.

3.7 Appendix II: Estonian grade alterna-
tions

In this appendix, I discuss a subset of Estonian paradigms with stem alter-
nations, and I argue that they exhibit the same abstract structure as non-
alternating paradigms, for the discussion of which see §3.4.1. The line of
analysis and the presentation of the patterns draws mainly on Prince (1980)
and Pochtrager (2006), and I also build on the proposal in Svenonius (2008)
for a related phenomenon in Northern Saami. I refer the interested reader to
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the first two works for a detailed discussion of the phonological side of the
patterns I will go through.

The general picture of stem alternations in Estonian is the following. In
a paradigm with stem alternations, forms are based on either the so called
“strong grade” or “weak grade” of the stem. In most of the cases, the two stems
are related by a phonologically transparent process of lengthening/shortening,
such that, for instance, the strong grade is CVV:C and the weak grade is CV:C.
I note here from the start, however, that according to the analysis I present,
the notion of the strong/weak stem is not relevant for the morpho-syntax;
rather, the two distinct stems arise from the interaction of both phonological
and morpho-syntactic factors.

My focus here will be on vocalic alternations, but many stems also show
alternations in consonant length. The distribution of the consonantal length
mirrors the distribution of the vocalic length, and the two processes are thus
clearly related. The morpho-syntactic analysis I provide here for the vocalic
alternations can be extended to most of the consonantal alternations, the
“quantitative” once in particular. For worked out proposals of how vocalic
and consonantal alternations are related, see Prince (1980) and Péchtrager
(2006).

The last thing we need to know in order to understand the paradigms
with grade alternations is that Estonian shows a three-way contrast in both
consonant and vowel length, traditionally denoted as Q1 (short), Q2 (long),
and Q3 (overlong). In the following paradigm, the nominative and the partitive
have an overlong (Q3) vowel, and the accusative/genitive has a plain long (Q2)
vowel. The overlong/long difference is not reflected in the orthography, but it
is clearly distinctive, because it differentiates the partitive from the genitive.
To make this clearer, I have included an extra column which states the length
of the vowel in phonological terms, and makes the distinction stand out.

(73) Estonian structural cases, vocalic alternations (from Pochtrager 2006:p.199)29
story, sg. stick, sg. abstractly
NOM  siid liiv Q3
ACC  SIID-i LITV-a Q2+V
GEN  SIID-i LIIV-a Q2+V
PART siid-i liiv-a Q3+V

What I propose is that in the paradigm above, the partitive is derived from
the genitive by the addition of a floating mora, see (74). The accommodation
of the floating mora by the segmental material leads to the emergence of the
strong grade. The same approach has been pursued in Svenonius (2008) for a

29T illustrate the point that the alternations in consonant length obey the same
morpho-syntactic pattern as vocalic alternations, consider the examples below:

(i) Estonian structural cases, consonant gradation (from Pochtrager 2006:p.199)
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related phenomenon in Northern Saami.

(74)  The Morpho-syntax of the genitive/partitive

story, sg. stick, sg. abstractly church, sg.
GEN  siid-i liiv-a Q2+V kirik-u
PART  siid-i-pn liiv-a-pt Q3+V kirik-u-t

The proposed decomposition strengthens the point made on the basis of the
non-alternating stems, namely that the partitive is based on the genitive. I
repeat one of the non-alternating paradigms in the last column, and we can
observe that under this approach, the floating mora is an allomorph of -t.3°

Let me point out, however, that there are several reasons why the process
of alternation between Q3 and Q2 is to be regarded as shortening, rather
than lengthening, see Prince (1980:p.539). Perhaps the strongest one is that
the weak grade can be predicted from the strong grade, but the strong grade
cannot be predicted from the weak grade. Thus, the strong grade is the
underlying form, and it shortens in the genitive/accusative due to a regular
phonological process. The accommodation of the floating mora in the partitive
makes it impossible for the process to apply.

The question now is what is responsible for the overlength of the nomina-
tive. One option would be to extend the “floating mora” approach, as shown
in (75).

(75) The morpho-syntax of the grade alternation, to be modified

story, sg. stick, sg. abstractly

NOM  jutt kepp [V=Q1C=Q3]

ACC  JUT-u KEP-i [V=Q1C=Q2]-V
GEN  JUT-u KEP-i [V=Q1C=Q2]-V
PART jutt-u kepp-i [V=Q1C=Q3]-V

(ii) Estonian structural cases, consonant gradation (from Pdchtrager 2006:p.199)
story, sg. stick, sg. abstractly

NoM  kiit taak [V=Q2C=Q2]

ACC  KIID-u TAAG-a  [V=Q2C=Q1]-V
GEN  KIID-u TAAG-a  [V=Q2C=Q1]-V
PART Kkiit-u taak-a [V=Q2C=Q2]-V

30As is often pointed out in this context, the grade alternation is a productive
process with the ability to target relatively recent loans. Thus, consider the two
following pairs from Prince (1980:ex.30). (The forms are not in the orthographic
form, and I reproduce them as given in the source material.)

(i) Gradation in recent loans

argument, sg. beefsteak, sg.
GEN arkument-i bii:f:fsteek-i
PART arkument:t-i bii:f:fstee:k:k-1
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story, sg. stick, sg. abstractly church, sg.

NOM  siid-p litv-p Q3 kirik (*-t)
ACC  siid-i liiv-a Q2+V kirik-u
GEN  siid-i liiv-a Q2+V kirik-u

PART  siid-i-p liiv-a-pn Q3+V kirik-u-t

This approach is unproblematic regarding the fact that the partitive still
contains the genitive; however, it raises some issues concerning the morpho-
syntactic distribution of the floating mora. The problematic nature of such
a distribution can be nicely illustrated on the comparison with the paradigm
kirik ‘church.” In the partitive, the moraic suffix in the paradigm of siid is
essentially an allomorph of the segmental suffix -t of kirik. However, the -t
does not surface in the nominative. This is straightforward if -¢ spells out the
additional feature which is characteristic of the partitive in comparison to the
genitive. But then, if the morpho-syntax of the moraic suffix is parallel to the
morpho-syntax of the -¢ (in that it spells out the feature which derives the
partitive from the genitive), how come that the moraic suffix does show up in
nominative?

Thus, an alternative approach is to be preferred. One possibility which I
propose here is the following. Taking the strong grade to be the underlying
form, the idea is that the shortening into the weak grade does not take place
in the nominative because the relevant conditions for shortening do not obtain
there. Under this approach, thus, the relevant condition for shortening is “be
followed by a vowel (and not be required to accommodate a mora).” If this
is correct, the paradigms we have been looking at then exhibit the abstract
structure shown in (76). Note that now the distribution of the floating mora
mirrors perfectly the distribution of -f, and we get the strong grade in the
nominative “for free,” because the condition for shortening is not met:

(76) The morpho-syntax of the grade alternation

story, sg. stick, sg. abstractly church

NOM  siid liiv Q3 kirik
ACC  siid-i liiv-a Q2+V kirik-u
GEN  siid-i liiv-a Q2+V kirik-u

PART  siid-i-p liiv-a-pt Q3+V kirik-u-t

Now in order to phrase the conditions on shortening in less ad hoc terms,
I will suggest a possible implementation in terms of foot structure, building
on insights in Prince (1980). Basing his claim on various phonological effects
that Q3 leads to, Prince (1980) proposes that there is a bi-unique relationship
between ‘being a syllable which forms a foot’ and ‘being Q3,” see below:

(77) The nature of @3, Prince (1980): Q3 = [fo0t 1 syllable |
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Taking (77) to be correct, we have to posit a complete foot for each sylla-
ble with overlength. Thus, we arrive at the following representations, where
brackets represent feet. Q3 surfaces when the overlong syllable forms a foot
of its own, and it has to shorten to Q2 otherwise:

(78) Estonian structural cases, vocalic alternations
story, sg. stick, sg. abstractly
NOM  [foot siid 1 [foot liiv | [Q3Q1]-0
ACC  [foot siid -i]  [foot liiv -a] [Q2Q1]-V
GEN  [foot siid -1]  [foot liiv -a] [Q2Q1]-V
PART [foot [foot siid ] -i ] [foot [foot liiv ] -a ] [Q3Q1]—V

How does the foot-structure arise? First, due to some version of prosodic
hierarchy, every word corresponds automatically to a foot, se