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Learning a language requires discovering rules that generalize beyond a finite sample of data. The
Tolerance Principle (TP) is a theory of how such generalizations are formed. Specifically,

(1) Let a rule R be defined over a set of N items. R is productive if and only if e, the number of items
not supporting R, does not exceed θN :

e ≤ θN =
N

lnN

If e exceeds θN , then the learner will “lexicalize” only these and not generalize beyond them: that is, R is
unproductive.

This note provides a summary of the conceptual and methodological issues in the application of the TP,
compressing materials published in The Price of Linguistic Productivity (Yang 2016) and elsewhere.

1 The Tolerance Principle

The TP builds on the intuition, shared by many (e.g., Aronoff 1976, Plunkett and Marchman 1993, Bybee
1995), that rules must “earn” productivity by the virtue of being applicable to a sufficiently large number
of candidates it is eligible for. If there are 10 examples and all but one (9/10) support a rule, generalization
ought to ensue. But no one in their right mind would extend a rule on the basis of 2/10: the learner should
just memorize the two supporting examples. Productivity is a calibration of regularities and exceptions —
crucially with respective to word types rather than tokens.

The design principle behind the TP is that the learner favors a more efficient organization of the gram-
mar, measured in terms of real-time language processing. Linguists have traditionally used the Elsewhere
Condition (Anderson 1969, Kiparsky 1973, Aronoff 1976) to describe productive rules with exceptions: the
exceptions have to be checked off first before the application of the rule. Somewhat surprisingly, reaction-
time studies provide direct support for the Elsewhere Condition as a psychological processing model. The
order in which the irregulars are listed is frequency sensitive and more importantly, irregulars are processed
faster than regulars because they are handled earlier in the search process; see Yang (2016, Chapter 3)
for important details. These motivations allow us to establish a cost/benefit calculus for productivity. The
learner will choose the faster grammar of the two: (a) a productive rule preceded by a list of exceptions, or
(b) no productive rule where every item is lexically listed. The categorical nature of productivity is a matter
of necessity for the TP and is strongly supported by the cross-linguistic studies of language acquisition (see
Lignos and Yang 2016 for review).

The derivation of the TP assumes that word frequencies follow Zipf’s Law (1949), that the rank (r) and
frequency (f ) of words multiply to a constant (C), or rf = C. Thus, a probability pi of the i-th ranked (out
of N ) word in a corpus can be expressed as follows:
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The i-th item on a list takes i units of time in a serial search process after the more frequent, and higher-
ranked, items are scanned through. Thus, the expected time complexity to process the no-productive-rule
option, i.e., a list of N items all of which are in effect exceptions, is

T (N,N) =
N∑
r=1

r
1

rHN
=

N

HN

Similar calculation can be made for T (N, e), where a productive rule defined over N words with e
exceptions, which must be listed before the application of the rule. Recall that e is the number of exceptions
that are ranked by frequency: under the Zipfian assumption, the expected time for accessing the exceptions
is T (e, e) or e/He. For the other (N − e) items, the access time is the constant e, the number of exceptions.
Thus, the overall average for the rule plus exception model is:

(2)

T (N, e) =
e

N
T (e, e) + (1− e

N
)e
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e

N

e
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N
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Before we derive an analytical solution to T (N,N) = T (N, e) for the variable e, which will give the
critical threshold for productivity, consider the relationship between the two quantities in Figure 1 based on
a numerical simulation. The dotted line represents the expected search time for a list of N = 100 items, or
T (100, 100), which is obviously a constant. The solid line represents the expected search time for having
a productive rule with an increasing number of exceptions (e), from 1 all the way up to N = 100. Figure
1 shows that when there are few exceptions, i.e. e is small, it is more economical to scan through them
before invoking the productive rule. But as e increases, roughly at the value of e = 21, it becomes more
economical to simply list everything.

Sam Gutmann helped derive a closed form solution to T (N,N) = T (N, e). First, we approximate the
harmonic number HN =

∑N
i=1

1
i with the natural log (lnN ). This approximation only holds when N is

fairly large but turns out to be empirically accurate for reasons not understood (Section 4). We would like
to find x = e/N such that

x
e

ln e
+ (1− x)e =

N

lnN

Dividing both sides by N and making use of a fact about logarithm:

x2
1

lnN + lnx
+ (1− x)x =

1

lnN
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Figure 1: T (N,N) vs. T (N, e), where N = 100, 1 ≤ e ≤ 100.

Let:

f(x) = x2
1

lnN + lnx
+ (1− x)x− 1

lnN

Observe:
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≈ −
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)2
≈ 0 for large values of N

The TP was introduced as a model of learning with attested exceptions: for example, the English irregu-
lars are exceptions to the regular rule by the virtue of not taking -ed. Yang (2016, 177) introduces a corollary,
the Sufficiency Principle, which specifies how generalizations are formed when the “exceptions” are not at-
tested — but cannot be regarded as impossible, on the ground that evidence of absence is not absence of
evidence. But it is clear that both principles generalize on the number of positive examples: specifically,
N − θN , a super majority of N . Table 1 provides some sample values of N and the associate threshold
values θN . Note that θN decreases quite sharply as a proportion of N , which suggests that rules defined
over a smaller vocabulary can tolerate relatively more exceptions, and are thus easier to learn. This has
interesting consequences for language development and provides a theoretical underpinning for the idea of
“less is more” (Newport 1990, Elman 1993) although I will not dwell on that point here.

In what follows, I discuss two major questions concerning the application of the TP, which lives and
dies by the number: the estimation of N and e to calculate productivity, and the nature of the rules and
representations under evaluation.
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Table 1: The maximum number of exceptions for a productive rule over N items.

N θN %
10 4 40.0
20 6 30.0
50 12 24.0

100 21 21.0
200 37 18.5
500 80 16.0

1,000 144 14.4
5,000 587 11.7

2 Counting Words

By hypothesis, productivity is determined by two integer values (N and e), which are obviously matters of
individual vocabulary variation. Thus the TP allows room for variation in the transient stages of language
acquisition as well as in the stable grammars of individual speakers. The relationship between N and e,
which may change during the course of language acquisition, determines the status of the rule. If e is
very low as a proportion of N , then children may rapidly conclude that a rule is productive. Otherwise, a
protracted stage of conservatism may ensue, which may be followed by the sudden onset of productivity, as
can be seen, famously, in the over-regularization of irregular verbs (Marcus et al. 1992, Yang 2002). It is
also possible that no rule ever reaches the productivity threshold; gaps and other phenomena of ineffability
arise.

It is thus important to obtain reliable estimates of N and e, ideally at the individual level. This is
sometimes possible. First, in studies of rule learning with artificial languages, the items children are exposed
to are under the complete control of the researcher. Further tests can be administered to identify exactly the
items that individual children have learned in the training phase — not all children will learn all, or the same,
set of items. This can lead to individualized calculation of productivity and subsequent verification (Schuler
2017). Second, there are some, not nearly enough, dense longitudinal records of children’s production in the
public domain (MacWhinney 2000). Yang (2016, Section 4.1) contains a study of several English-learning
children’s inflectional morphology acquisition: the significant individual differences can be attributed to
vocabulary size and trajectories of growth, and ultimately N and e. Finally, we may turn to established
methods for vocabulary estimates (e.g., Fenson et al. 1993, 1994, Hart and Risley 1995) which are then used
for TP calculations; see, for example, Yang (2016, Section 5.3) for an individual-level study of the variation
and change in the productivity of case marking in Icelandic.

In general, however, vocabulary estimation of language learners is difficult. The challenge is even more
formidable when a child-directed speech corpus is not available. For example, the TP provides a precise
measure of productivity which has immediate applications in the study of language change, but a small
collection of historical texts clearly does not represent the input to language learners centuries ago. Yet
there are reasons to believe that the data poverty problem is not debilitating for a quantitative approach to
productivity.

First, it’s important to remind ourselves that children learn languages very early and accurately, and the
terminal state of language acquisition across individuals in a speech community is remarkably uniform as
shown in detailed studies of language variation (Labov 1972, Labov et al. 2006). As a logical consequence,
the rules of language must be learnable with a very small vocabulary of fairly common words. For instance,
a three-year-old’s knowledge about the word order and inflectional morphology of their native language is
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generally perfect: this is age by which even the most fortunate have only just over 1,000 words in their
lexicon. Figure 2 provides the vocabulary size estimates of American English-learning children from a large
scale study (Hart and Risley 1995).
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lies, to whom society has assigned the task of soc ializing 
children. We were not surprised to see the 42 children turn 
out to be like their parents; we had no t fully realized, how-
ever, the implications of those similari ties for the children's 
futures. 

We observed the 42 children grow more like their par-
ents in stature and activity levels, in vocabulary resources, 
and in language and interaction styles . Despite the consid-
erable range in vocabulary size among the children, 86 per-
cent to 98 percent of the words recorded in each child's vo-
cabulary consisted of words also recorded in their parents' 
vocabularies. By the age of 34-36 months , the children 
were also talking and using numbers of differen t words 
very similar to the averages of their parents (see the table 
below). 

By the time the children were 3 years old, trends in 
amount of talk, vocabulary growth, and style of interaction 
were well established and clearly suggested widening gaps to 
come. Even patterns of parenting were already observable 
among the children . When we listened to the children, we 
seemed to hear their parents speaking; when we watched the 
children play at parenting their dolls, we seemed to see the 
futures of their own children. 

Families' Language and Use  
Differ Across Income Groups  

Families 

12 Professional 23 Working.class 6 Welfare 

Measures and scores Paren! Child Pateur Child Paten! Child 

Pretest score' 41 31 14 
Recorded vocabulary 

Size 2,176 1,116 1,498 749 974 525 
Average utterances 

per hour" 487 310 301 223 176 168 
Average d ifFerem 

words per hour 382 297 25 1 216 167 149 
'When we began the longitudinal study, we asked rhe parents to complete a vocabu· 
lary ptetest. At the first observa tion each paren t was asked to complete a fotm abo 
stracted from the Peabody Picture Vocabu lary Test (PPVT ). We gave each parent a 
list of 46 vocabulary words and a seties of pictures (fou r options per vocabulary 
word) and asked the paten t to write beside each word the number of the picture 
rhar corresponded ro the wrirren word . Parenr performance on [he resr was highly 
correlated with years of ed ucation (r = .57). 

'Parent u[(erances and different words were averaged over 13-36 months of child 
age. Child utterances and different wotds were ave raged for the four observarions 
when the child ren were 33·36 months old . 

We now had answers to our 20-year-old questions . We 
had observed, recorded , and analyzed more than 1,300 
hours of casual interactions berween parents and their lan-
guage-learning children. We had dissembled these interac-
tions into several dozen molecular features that could be reli-
ably coded and counted. We had examined the correlations 
berween the quantities of each of those features and several 
outcome measures relating to children's languageaccom-
plishments. . 

After all 1,318 observations had been entered into the 
computer and checked for accuracy against the raw data, 
after every word had been checked for speJling and coded 
and checked for its part of speech, after every utterance had 
been coded for syntax and discourse function and every code 
checked for accuracy, after random samples had been re-

SPRING 2003 

"' 

coded to check the reliability of the coding, after each file 
had been checked one more time and the accuracy of each 
aspect verified, and after the data analys is programs had fi-
nally been run to produce frequency counts and dictionary 
lists for each observation, we had an immense numeric 
database that required 23 million bytes of computer file 
space. We were flllally ready to begin asking what it all 
meant. 

It took six years of painstaking effort before we saw the 
first results of the longitudinal research. And then we were 
astonished at the differences the data revealed (see the graph 
below). 

Children'S Vocabulary Differs Greatly 
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Like the children in the Turner House Preschool, the 
three year old children from families on welfare not 
only had smaller vocabularies than did children of the 

same age in professional families, but they were also add ing 
words more slowly. Projecting the developmental trajectory 
of the welfare children's vocabulary growth curves, we could 

. see an ever-widening gap similar to the one we saw berween 
the Turner House children and the professors' children in 
1967. 

While we were immersed in collecting and processing 
the data, our thoughts were concerned only with the next 
utterance to be transcribed or coded. While we were ob-
serving in the homes, though we were aware that the fami-
lies were very different in lifestyles, they were all similarly 
engaged in the fundamental task of raising a child. All the 
families nurtured their children and played and talked with 
them . They all disciplined their children and taught them 
good manners and how to dress and toilet themselves. 
They provided their children with much the same toys and 
talked to them about much the same things. Though dif-
ferent in personality and skill levels, the children all 
learned to talk and to be socially appropriate members of 
the family with all the basic skills needed for preschool 
entry. 

AMERICAN FEDERATION OF TEACHERS 7 

Across Income Groups 
13 higher 
SES children 

" (profeSSional) 

23 middle/lower· 
SES children 
(working·class) 

6 children from 
families on welfare 

, , 

Figure 2: Vocabulary size estimates of American children.

Second, there is converging evidence that lexical frequency can help to provide a reasonable approxi-
mation of vocabulary. Nagy and Anderson (1984), for instance, estimate that most English speakers know
words above a certain frequency threshold (about once per million). Developmentally, it is also known that
children’s vocabulary acquisition correlates with word frequencies in child-directed speech (Goodman et al.
2008), especially for open-class words, the primary arena of rule productivity. Here I present an analysis of
the Chicago Corpus, a large longitudinal study of vocabulary acquisition by 62 children (Rowe and Goldin-
Meadow 2009, Rowe et al. 2012; see the appendix of Carlson et al. 2014). The corpus contains 562 words
which have been assessed to be known to English-learning children prior to 50 months. Virtually all these
words can be found in the top 1,800 most frequent words in a five-million-word corpus, or roughly a year’s
worth, of child-directed English extracted from CHILDES — which is broadly consistent with previous vo-
cabulary size studies including Figure 2. Thus, we can hypothesize that a vocabulary size of roughly 2,000
from a relatively large corpus of child-directed English should yield sufficient data for the main ingredients
of the native language of four year old children. Furthermore, it is plausible to conjecture that language
acquisition never uses N ’s beyond a certain value, probably just a few hundred. It is doubtful that anyone
can keep track of large values of N and e; perhaps learners will simply freeze the rule once they have seen
enough data, i.e., a sufficiently large value of N . This implies that (a) the window of language acquisition
will necessarily close at some point, and (b) it would be a mistake to use all the words we can get our hands
on for productivity considerations (that is, no one learns morphology from the OED).

Third, the calibration of productivity under the TP deals with the type frequency of words, and more
specifically, the proportion of e relative to N . It is immaterial exactly what these words are, or how fre-
quently they appear — assuming, of course, they are frequent enough to be learned by young children.
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Therefore, while different speakers will necessarily know different words, for obvious and non-obvious rea-
sons, their grammar may still be the same if the relative proportions of N and e fall on the same side of
productivity. This property brings about methodological convenience. In the absence of large child-directed
speech corpora, we can word samples from a suitably large adult language corpus and calculate the produc-
tivity prediction for each sample. For rules whose developmental and productivity status is clear, we expect
them to be consistently supported by the TP calculation for each sample. For instance, in the aforementioned
child-directed English corpus (5 million words in total), there are 1,022 verbs that appeared in past tense, of
which 127 are irregular (Yang 2016, 84). In comparison, of the top 1,022 verbs tagged as simple past in the
British National Corpus (almost 200 million words), 128 are irregular. In the best case, productivity, as the
balance between rules and exceptions and expressed by N and e, may be scale invariant across corpora as
long as one stays in the relatively high frequency range.

Taken together, these facts of child language and the statistics of word distributions can provide useful
tools for understanding language development from a quantitative perspective, even in the absence of perfect
data. Consider a detailed study of the acquisition of the English dative constructions (Yang 2016, Section
6.3). The five-million-word corpus of child-directed English provides a reasonable coverage of the vocabu-
lary for young children but the interesting cases, such as the well-known contrast between the ungrammatical
“donate X Y” but the grammatical “assign X Y”, involve vocabulary items learned much later than the stage
represented in CHILDES. In fact, if the learner’s experience is limited to the child-directed corpus — with
just over 40 caused-possession verbs most of which are highly frequent (and monosyllabic) — the double
object construction would be productive for this semantic class, thereby accounting for early developmental
errors such as “I said them no”, “I delivered you pizzas”, “Should I whisper you something?”. To get a
fuller picture of the English speaker’s knowledge of the construction, and to address the crucial problem of
retreating from over-generalizations without negative evidence, we need to go beyond CHILDES and ap-
proximate the linguistic input of typical English speakers. Bootstrapping off CHILDES into the SUBTLEX
corpus (Brysbaert and New 2009), I constructed a list of dative verbs, sorted by frequency, that would be
relevant for the development of the double object construction.

Table 2: Caused-possession verbs and their expected distribution in the double-object construction

Top N Yes No θN Productive?
10 9 1 4 Yes
20 17 3 7 Yes
30 26 4 9 Yes
40 30 10 11 Yes
50 34 16 13 No
60 39 21 15 No
70 43 27 16 No
80 46 24 18 No
92 50 42 20 No

Table 2 shows that if a learner only learns from the most frequent dative verbs, such as those found
in CHILDES, the double object construction will be deemed productive because the vast majority of these
verbs — sufficiently many as assessed by the TP — will be attested in the construction. This corresponds to
the early stage of over-generalization in child language. However, as the learner’s vocabulary expands, as is
approximated by including verbs with lower frequencies, the construction will no longer meet the productive
threshold. The learner will thus retreat from the over-generalization and lexically memorize those verbs that
do participate in the construction, although subdividing the verbs into finer semantic classes (e.g., “ballistic
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motion” and “telecommunication” verbs) and applying the TP recursively may produce productivity gener-
alizations (Yang 2016). The effective use of frequency/rank cutoff points, then, can provide a simulation of
the developmental trajectory of rule acquisition.

3 Rules and Representations

With the advent of the Minimalist Program (Chomsky 1995) and the recent move away from the traditional
highly complex conception of UG to domain-general principles of learning and computation (Yang 2002,
Chomsky 2005, Berwick and Chomsky 2016, Yang et al. 2017), we have come full circle to a Piercian ab-
ductive learning framework that Chomsky alluded to in Aspects (1965) and Language and Mind: “The child
cannot know at birth which language he is to learn, but he must know that its grammar must be of a prede-
termined form that excludes many imaginable languages. Having selected a permissible hypothesis, he can
use inductive evidence for corrective action, confirming or disconfirming his choice. Once the hypothesis
is sufficiently well confirmed, the child knows the language defined by this hypothesis; consequently, his
knowledge extends enormously beyond his experience” (Chomsky 1968, p80).

Regarding the TP as the evaluation procedure that determines if a hypothesis is “sufficiently well con-
firmed”, we naturally would like to know more about the hypothesis space and how it “excludes many imag-
inable languages”. Methodologically, this is absolutely necessary to operationalize the TP: without knowing
the format of the rule, we cannot count the items that could follow it or those that constitute exceptions.

A complete picture of the hypothesis space will likely elude us in the near future. But that should not
be an impediment to making progress in empirical research which, in fact, should be accelerated by precise
learnability principles such as the TP. On the one hand, the TP encourages the researcher to state precise
generalizations about languages and language development, especially with respect to the division of labor
between linguistic and non-linguistic constraints. On the other, it provides checks and balances to linguistic
theorizing via its ability to detect significant linguistic generalization — assuming, of course, the essential
correctness of the TP, a point to which I return in Section 4.

In practice, the researcher should approach an acquisition problem exactly the way they approach the
problem as a linguist: every linguist was once a child. Given a set of data, what plausible generalizations
would one draw? The analyst’s task is aided by their knowledge of theoretical and comparative analysis
of languages: crazy rules — skip every third phoneme, inverting the first auxiliary, etc. — presumably are
crazy for children and linguists alike.

While principles such as structure dependence are plausibly universal, interesting questions arise when
rules diverge in language specific ways. For instance, noun gender assignment can be semantically, phono-
logically, or morphologically conditioned, and there are languages where gender assignment is arbitrary not
to mention languages without the use of gender at all. I will briefly summarize the case study of German
noun plurals (Yang 2016, section 4.4) to illustrate the operationalization of the TP in acquisition studies.

The formulation of the TP suggests that a rule cannot be productive unless it has relatively few excep-
tions. On the face of it, this is inconsistent with the fact that sometimes minority rules can still be productive.
For instance, the much-studied problem of German noun plural formation concerns the status of five suffixes
(-s, -(e)n, -e, -er, and -ø). Notably, the -s suffix covers only a small minority of nouns. Table 3 provides
the statistics based on some 450 highly frequent noun plurals in a corpus of child-directed German. The
distribution is broadly similar to those based on larger corpora (e.g., Clahsen 1999). This is a significant
fact in light of the discussion of word counting in Section 2: with some work, child-directed data, which is
harder to come by, can be approximated with other corpora because the TP operates with type frequencies
and relative proportions.

An application of the TP clearly will not identify a productive suffix in Table 3 since none is anywhere
near requisite threshold. Yang (2016) reports several detailed case studies of this type: when children fail
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Table 3: Distribution of noun plural suffixes for highly frequent nouns in child-directed German

suffix types % % (Clahsen 1999)
-ø 87 18.9% 17%
-e 156 34.1% 27%
-er 30 6.5% 4%

-(e)n 172 37.5% 48%
-s 13 2.8% 4%

to discover a productive rule over a set of lexical items, they will subdivide the set along some suitable
dimension and apply the TP recursively. For the German plural system, the relevant dimensions are gender
and the phonological properties of the final syllable, which have been discussed in the previous literature
on German morphology and phonology (e.g., Wiese 1996). Indeed, applying to the TP to the subdivided
classes of nouns in Table 3 produces the correct results. The net effect is that almost all nouns are predictably
accounted for by the four suffixes: each suffix will still have exceptions but the number of them fall under
their respective tolerance threshold. This removes almost all nouns from consideration when it comes to the
-s suffix, which has no structural restrictions on the noun and thus becomes the default.

In an acquisition study, however, the decision to partition nouns for recursive TP applications must be
justified independently, and developmentally. That is, by the time young children show knowledge of the
suffixes identified by the TP, they must have mastered the requisites that enable the partitions. Fortunately,
in the study of German plurals, previous research had already established children’s very early knowledge of
noun genders. For instance, Mills (1986)’s classic study shows that German children across all age groups
rarely produce gender-marking errors. This is similar to the other cases of morphological acquisition that
most gender errors by children are those of omission rather than substitution. A more detailed study by
Szagun (2004, 15) finds that the rate of correct gender marking is approximately 80% even before the age
three, and it rises to nearly 100% before the age five. Interestingly, the 1986 study by Mills also notes that
the acquisition of gender marking precedes, rather than follows, that of plural formation. This suggests
that partitioning nouns according to gender is a logical as well as a developmental prerequisite for learning
plural formation. This is a case of the TP forcing developmental questions and investigations that pertain to
its application.

It should be pointed out that while linguists generally have good sense of what constitutes a plausible
rule, they may be fallible when it comes to productivity. Statements about tendencies, which can made
informally or even with quantitative measures, do not necessarily reflect the cognitive reality of rules. For
instance, productivity has traditionally been associated with majority (e.g.,“statistical predominance”; Nida
1949, 45), and is still at the heart of virtually all probabilistic models of language learning. If that were
correct, English would be a quantity-insensitive stress language as some 85% of words receive stress on the
initial syllable (Cutler and Carter 1987), and no inflectional gaps (Halle 1973, Baerman et al. 2010) would
ever emerge because surely one of the allomorphs is the most frequent and thus statistically dominant.
To use a familiar example, the prefix un- has been used as a diagnostic to identify verbal vs. adjectival
passives (Wasow 1977, Levin and Rappaport 1986, Embick 2004) but a careful look at the data reveals
that un- is in fact unproductive and must lexically select the stem it attaches to (Yang 2018). Hence we
have missed/*unmissed opportunities, recommended/*unrecommended hotels, split/*unsplit bills, etc., and
no one says unblack, unquick, or ungreat.

This last point is important because theoretical frameworks often diverge because of productivity: see
Lakoff (1965) and Chomsky (1970), and more recently Marantz (1997) and Williams (2007). Depending
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on the theory, productive and unproductive processes may receive different representations and reside in
different components of the grammar. The TP provides an alternative to the purely structural analysis more
familiar in theoretical linguistics. Presumably both the child and the linguist need to identify significant
generalizations about language: what the TP offers is a benchmark for what counts as significant, the chief
among which is the infinite productivity of language. Moreover, the TP operationalizes productivity research
at the level of plausible generalizations about the data without making unnecessary theoretical commitments:
“add -ed to verbs to form past tense” can be stated either “in the lexicon” via word formation rules (Anderson
1992) or “in the syntax” (Halle and Marantz 1993), and the bean counting of N , e, and θN is all the same.
At the minimum, the TP provides a lower bound on what is distributionally learnable from data. If this
approach is successful, then explanatory adequacy no longer resides in the intricacies of theory-internal
apparatus or principles and constraints specific to language.

4 Unreasonable Effectiveness

So far I have taken the TP as axiomatic and discussed its implication for language and language acquisition
research. A confession and a disclaimer are now in order.

The TP has been unreasonably, and puzzlingly, effective. Its derivation relies on several idealized as-
sumptions about language, including the Zipfian distribution of word frequencies which, while generally
accurate when verified against large corpora, is never exactly true. Thus the effectiveness of the TP in the
empirical studies of language acquisition is surprising. It has been applied successfully hundreds of time
by myself and others, including many case studies reported in Yang (2016): not a single time would the
idealized assumptions hold strictly true and generally no one even bothered checking. This point is best
illustrated in artificial language learning experiments: words and their frequencies are under strict control
and children’s vocabulary and outcome of learning (i.e., the status of rules) can be assessed at the individual
level.

For example, in Schuler et al. (2016)’s study, young children learn nine novel nouns. In one condition,
five nouns share a plural suffix (“regulars”), and the other four are idiosyncratic (“irregulars”). In the other
condition, the mixture is three regulars and six irregulars. The choices of 5R/4E and 3R/6E are by design: the
TP predicts the productive extension of the regular suffix in the 5R/4E condition because four exceptions
are below the threshold (θ9 = 4.2) but there is no generalization in the 3R/6E conditions. In the latter
case, despite the statistical dominance of the regular suffix, the six exceptions exceed the threshold. When
presented on additional novel items in a Wug-like test, almost all children in the 5R/4E condition generalized
in a process akin to the productive use of English “-ed”, and none in the 3R/6E condition did, much like
speakers trapped in morphological gaps without a productive rule (Halle 1973, Gorman and Yang 2018).

These robust results are unexpected. The derivation of the TP uses a well-known approximation about
HN , the N -th Harmonic number, which appears in the Zipfian assumption of word frequencies:

HN ≈ lnN

The approximation works well only when N is very large. For small values of N , the discrepancies are
considerable. For N = 9, as in Schuler et al. (2016), the exact calculation of HN produces the threshold of
3 whereas the (crude) approximation of lnN produces the threshold of 4 — which is in fact what children
categorically use. Furthermore, while the experiments tried to approximate the Zipfian distribution of words,
the match is not exact: Zipf’s Law has a characteristic long tail of words that appear only once but a
word appearing only once in an artificial language is very difficult for young children to learn. Even more
strikingly, if children were to use actual word frequencies to calibrate the productivity of rules, they would
not have discovered the productive rule. In one of the 5R/4E conditions, the five regulars are the five most
frequent words. It is easy to see that the more efficient grammar is actually not to have a productive rule: all
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nine nouns ought to be listed. Having a productive rule would force the five most frequent regulars to “wait”
for the four least frequent irregulars, which is in fact slower than having full listing and no productive rule
at all. Yet children chose the productive rule option categorically.

Another strong confirmation can be found in Emond and Shi (2021). These authors designed two sets of
stimuli, each of which consisted of 16 distinct items. In the first set, 11 out of the 16 items followed a word
order pattern; in the second, 10 out of the 16 items followed the pattern. The design reflects the prediction
of the TSP. For N=16 items, the critical threshold is θ16 = 5.77: 10 is insufficient for generalization despite
being the majority but 11 is. Indeed, 14-month-old infants generalized the pattern from the 11/16 set,
but not the 10/16 set. In this study, as in a previous experiment (Koulaguina and Shi 2019), the words
were introduced to children with uniform, rather than Zifpian, frequencies, thereby violating a fundamental
assumption underlying the derivation of the TP. Yet children’s behavior is again well predicted.

At the moment it is not clear why the TP should work as well as it does: an idealized model of the
reality does better than reality itself. Nor is clear how the brain actually implements something like the TP.
It seems likely that children only keep track of the relative ratio of e and N , but cannot keep track of these
exact values. I is virtually certain that these quantities cannot be precisely represented, at least not explicitly:
it is extremely unlikely if children could report back how many rule-following and rule-defying items they
have learned during a brief experiment. Yet somehow children make a category decision on the basis of the
relative magnitude of two quantities.

A threshold such as the TP may not be empirically identifiable from observations. Suppose one collects
many examples of productive and unproductive rules in many languages in the hope of discovering what
the threshold for productivity may be. For each rule, however, the actual number of exceptions may be
arbitrarily distant from the productivity threshold: the precise value cannot be reliably determined.

Meanwhile, the TP offers protections against over-fitting: As long as the number of exceptions is below
the threshold, the learner need not improve on their coverage of the data. This ensures that individual learners
in similar linguistic environments will essentially learn the same grammar, even though their individual
vocabulary and experiences will be significantly different.
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Reply

Some consequences of the Tolerance Principle

Charles Yang

&e commitment to a formalist theory of language acquisition seems to have 
resonated with the commentators. In what follows, I will discuss and expand on 
some of the central issues surrounding the Tolerance Principle (TP).

1. Clari"cations and corrections

&e book-length treatment of the TP (Yang, 2016) would have provided a fuller 
background and assuaged some of the commentators’ concerns. For instance, both 
Wittenberg and Jackendo# and Kapatsinski are incredulous that language could 
operate like a serial search model, the algorithmic foundation of the TP – because, 
they argue, the brain is parallel. But is a parallel brain really incompatible with 
serial behavioral e(ects? My (presumably parallel) brain can memorize and recite 
the digits of π in a strictly linear sequence. And there are numerous serial e(ects 
in the study of cognition that are the product of a parallel brain: the scanning 
memory model of Sternberg (1969), the linear search model of number represen-
tation and processing (Gallistel et al., 1992; Brannon et al., 2001), not to mention 
Weber’s Law (Gibbon, 1977). More to the point, a serial model is simply a better 
account of lexical processing. A picture (actually two) is worth a thousand words.

&e results are based on lexical decision data from almost 40,000 words 
(Balota et al., 2007). Factors a(ecting reaction time (word length, orthographic 
neighborhood size, etc.) have been controlled (“residualized”; see Lignos, 2013 
for details). Word rank (bottom) clearly provides a better *t than word frequency 
(top). Incidentally, even frequency-based accounts always use the logarithm of 
frequency, which brings it surreptitiously close to rank.

I do agree with Wittenberg and Jackendo( that one should always pursue 
multi-level explanations (in the sense of Marr). I have done so myself (Yang, 
2016, 76–78, Yang, 2017) while criticizing Bayesian rational analysis models 
that explicitly disavow psychological reality  – which, confusingly, Kapatsinski 
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embraces as an article of faith despite his concern for psychological grounding. 
&e appropriate response should be to develop a neural theory of serial e(ects, 
rather than disregarding serial e(ects from behavioral studies just because ‘the 
brain is parallel’, especially when these commentators don’t even o(er insight on 
how the parallel brain implements parallel e(ects.

Kapatsinski seems to have read the book but only selectively. He completely 
ignored my thorough cross-linguistic review of morphological acquisition, which 
shows unambiguously that productivity is a categorical e(ect (Xu & Pinker, 1995). 
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Figure 1. Comparison of word frequency and rank as predictor of lexical decision time. 
From Lignos (2013)
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Rather, he prefers his own study of adult arti*cial language learning where the 
subjects, on average, produced a gradient score on a Wug test and concludes 
that productivity must be gradient. But we already know that adults do not ap-
proach (arti*cial) language learning tasks in the categorical way that children do 
(Hudson Kam & Newport, 2005); more in Section 2. And it’s important to recall 
that the original Wug study (Berko, 1958) already demonstrated the task-speci*c 
di(erences between children and adults. &e subjects were presented with novel 
verbs such as spow and bing, which are similar to existing irregular verbs (blow-
blew, sing-sang). Only one of the 86 children tested produced bang (no said said 
spew, and only spowed was produced). Adults, however, are far more willing 
to produce irregularized forms, which is likely to a task e(ect, since there have 
been virtually no such cases in the natural history of English verbs (Anderwald, 
2013; Yang, 2016).

Goldberg also read the book but doesn’t seem to have understood it. She 
wonders how one learns the pre*x pre- as in pre-Watergate, pre-Trump, etc. 
According to her, since children will learn many nouns and proper names but 
presumably relatively few will appear with pre-, the productivity threshold would 
not be reached and the pre*x cannot be learned. &is is a perverse reading of the 
TP and the general problem of inference. Just learning a word does not force the 
learner to evaluate all conceivable ways in which the word is be used. &e past 
tense -ed can only be learned when (enough) verbs have appeared in past tense; 
the su7x wouldn’t even be entertained when the child hears and uses a verb in 
the present. In the acquisition study of the dative constructions summarized in 
the target article, ditransitive verbs such as slip are not included because every 
instance of it in the child-directed input corpus is an intransitive form (e.g., !ey 
slipped). By the same token, not every noun or proper name – thank goodness – 
would reach the notoriety of Watergate and Trump, so truck, milk, and Abby do 
not factor into the calibration of pre- at all. Goldberg seems to believe that if a 
form (e.g., “pre-tortilla”) can be used, it must be used. &is clearly doesn’t follow 
but it does explain her persistent appeal to indirect negative evidence (e.g., Boyd 
& Goldberg, 2011), the contrapositive of the above: If a form is not used, it must 
not be grammatical – which fails empirically as well (Yang, 2015). In the rest of her 
commentary, Goldberg summarizes her own proposal: “(P)reviously witnessed 
partially-abstracted exemplars cluster together in our hyper-dimensional repre-
sentational space for language, forming a massively interrelated dynamic system 
(a construct-i-con), which is simply an expanded version of what has long been 
recognized to be needed for our knowledge of words (the lexicon)” (p. 729). I have 
no idea what this means. While I’m quite prepared for someone to show the TP to 
be wrong – so long as as they know how to use it right – it should really be replaced 
with a better equation, not vague analogies and metaphoric allusions.
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I am pleased that two prominent usage-based researchers, Gries and Rowland, 
agree with my call for methodological rigor: Gries has made similar pleas and 
Rowland even gives me a Popperian endorsement. &e TP, so far as I can tell, is 
an example of the learning mechanism that has been viewed as the central goal 
of usage-based researchers: “a single mechanism responsible both for generaliza-
tion, and for restricting these generalizations to items with particular semantic, 
pragmatic, phonological (and no doubt other) properties (Ambridge & Lieven, 
2011, p. 267).” A useful common ground.

But their defense of the usage-based position is unconvincing. Gries proposed 
a log odds ratio measure which shows the frequency of give me is higher than 
“expected by chance”, and is thus “at least compatible with the notion that gimme 
might be a unit” (p. 735). But neither point is correct. It is true that me follows 
give more frequently than “by chance”, with “chance” understood as “other words” 
(Gries; Table 1). But the only way to establish productivity is statistical indepen-
dence; i.e., the frequency of give me can be predicted from the frequency of give 
and that of me. &e “other words” do not matter. Furthermore, what if give me is 
indeed abnormally frequent? It still doesn’t follow that give me is a holistic unit. 
Frequency and compositionality are in principle independent of each other. Gries 
seems to uphold the idea that whole-unit frequency e(ects – if real, though not in 
the present case – automatically counts against compositionality. &is is a dogma 
from the past tense debate as pointed out in the target article; see Yang (2002), 
Ta8 (2004), Fruchter and Marantz (2015), Regel et al. (2015) for acquisition, pro-
cessing, and neurological evidence for compositional approaches to whole-unit 
frequency e(ects.

Rowland does not directly challenge the statistical *ndings of my determiner 
work (Yang, 2013a) but brings up the study of Pine et al. (2013). In some sub-
samples of child language, children are assessed to have a lower overlap score 
than adults. Rowland faults me for not discussing this result; here is why. &e Pine 
et al. (2013) method is biased, and generally undervalues the productivity of the 
smaller sample, which is usually the child corpus because adults talk more. One 
can develop an analytical diagnosis of the bias – too complex to summarize here 
(see Yang & Valian, 2018) – but the problem can also be revealed by a minimum 
sanity check, on samples produced by (adult) speakers whose knowledge of the 
determiners is not in question. Doing so would have shown Mary MacWhinney 
to be (absurdly) less productive than Brian (the curator of CHILDES) in the 
MacWhinney corpus: Brian just talked a lot more. Once again, quantitative results 
are interpreted at face value, and methods that produce (preferred) results are 
deployed without validation.
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2. Children, adults, and vocabularies

Is there any continuity between L1 and L2, not to mention those cases – “atypical” 
development, simultaneous and sequential early multiple acquisition, heritage 
language and attrition, etc. – that lie in between? &is is obviously too large of 
question and my goal is much more speci*c. I propose that the TP is operative 
for adult language learning, and its smaller-is-better property, that rules are easier 
than learn when the relevant vocabulary is smaller, can account for adult’s evident 
de*ciency in comparison to children.

How do we show that the TP is used by adults at all? &ere is prime facie evi-
dence that suggests otherwise. For example, in a series of studies (summarized in 
Schuler, 2017), subjects learn arti*cial languages where rules have various levels of 
exceptions. Children follow the TP nearly categorically but adults generally match 
the token frequencies of the available forms in the stimuli.

It remains unclear why adults probability match while children prefer cate-
gorical rules, a di(erence found in other domains of learning and decision making 
(e.g., Weir, 1964; Derks & Paclisanu, 1967). Yet there are at least two reasons to 
believe that the TP holds for learners of all ages. &eoretically, the central assump-
tion of the Tolerance Principle, namely the Elsewhere Condition, is not known to 
degrade across development. Empirically, there is evidence that adults, and late 
child learners, can learn rules extremely well. First, a signi*cant portion of English 
derivational morphology is acquired quite late (Tyler & Nagy, 1989; Jarmulowicz, 
2002), presumably because it involves advanced vocabulary that comes with lit-
eracy and education. Second, L2 learners can form productive rules in a manner 
similar to L1 learners (White & Genesee, 1996). Yang and Montrul (2017) provide 
an extensive review of L2 acquisition of the English dative constructions. &ese 
constructions are informative because their grammatical properties are obscure 
and most English teachers, I’d imagine, would never o(er lessons on the distribu-
tion of donate. But L2 learners also go through the stages of over-generalization 
and retreat like L1 learners, and they gradually re*ne the phonological and seman-
tic restrictions on the constructions over time, with advanced learners showing 
native-like grammaticality judgment (Jäschke & Plag, 2016)

&e commentators are correct to stress the complexity of L2 acquisition. 
Paradis highlights the individual di(erences in L2 that cannot be attributed to 
“language-level” factors such as word frequencies. Dominíguez and González 
Alonso, Montrul, and Yusa point out that the input for L2 acquisition is *ltered 
through the learner’s L1. &e target article recognizes these complications. For 
instance, I chose adult Italian learners of English to demonstrate the presence of 
a topic-drop grammar (á la Chinese and Japanese; see also Yusa, this volume), 
which is neither in the speaker’s L1 (pro-drop) or L2 (obligatory subject), thereby 
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providing unambiguous evidence for Full Access. Similarly, the analysis of de-
terminer productivity in L2 shows comparable statistical results for Italian and 
Punjabi speakers despite the di(erences in their L1 determiner systems, which 
should address Dimroth’s concerns. And the TP, with its focus on vocabulary 
composition, is well equipped to handle both language- and individual-level dif-
ferences. &e relative ease of French past tense acquisition noted by Paradis would 
follow my account of why the English plural su7x -s is learned earlier than the 
past tense -ed (fewer exceptions; Yang, 2016, 4.1.3). And the onset of rule produc-
tivity for English-learning children Adam, Eve, and Abe can be predicted by their 
vocabulary acquisition (Yang, 2016, 4.1.2).

Under the TP, the e(ect of L1 on L2 is formally no di(erent from (purely) L1 
acquisition. It is trivially true that the child doesn’t learn everything they hear; 
otherwise they would learn 50,000 words by the age of two. But just saying the in-
put is *ltered (Biberauer, Perkins & Lidz) does not solve anything; one still needs 
to understand how rules come out of the “intake”. I think there is little prospect 
in a general theory of *ltering because the input may be reduced by a virtually 
unlimited range of factors: cognitive limitations in children, L1 in9uence in L2 
adults, a kid overly obsessed with Lego, an ESL student who Facebooks rather than 
paying attention in class. But the learner’s vocabulary composition, both L1 and 
L2, can be estimated and the TP will makes clear claims about grammatical rules 
no matter how *ltering works.

On the matter of vocabulary, several commentators (De Cat, Dimroth, 
Slabakova) question my take on less-is-more. I should have been more clear: 
while a smaller vocabulary does make rule learning easier, it still needs to be 
large enough for the rule to be learnable (e.g., enough regular verbs to overcome 
the irregulars). &us a younger learner may not be better than an older one at 
everything: I have already discussed the gradual re*nement of the English dative 
constructions because the requisite vocabulary can only be built up over time, so 
older learners are “better” than younger ones. &us, Dimroth’s interesting study 
that child L2 learners perform better than L1 learners on German verbal morphol-
ogy is perfectly compatible with the TP: although a *ne grained corpus analysis is 
necessary, the complexity of the German system would seem to require a substan-
tial vocabulary which an older child may acquire faster. And it is de*nitely not the 
case that bilingual children would learn rules faster than monolingual learners, 
contrary to De Cat’s understanding: reduced input as in the case of bilingual ac-
quisition will reduce the vocabulary necessary to support rule productivity, which 
is exactly what Marchman et al. (2010) *nd.

A related question, raised by De Cat, Dimroth, and Kapatsinski in somewhat 
di(erent ways, concerns the completion of rule learning. Since the TP requires a 
great majority of words to follow a rule to ensure productivity, waiting too long 
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before coming to a decision (i.e., with a large N) would render every rule unpro-
ductive because of the data sparsity (Yang, 2013b). &e answer comes in two ways, 
both suggesting that the learner will stop looking and “freeze” the rules in place at 
a value of N no more than a few hundred. Empirically, a three-year-old’s vocabu-
lary size is no more than just around 1,000 (Hart & Risley, 1995). &is is at an age 
where the core grammar (word order, in9ectional morphology, etc. though not 
everything) is already solidly in place. &us, productivity decisions can, and must, 
be made when N is quite modest. It is important to stress that the learning limit of 
N is not a function of age: the full details of the dative constructions are learned 
quite late but the value of N for the verbs is probably no more than 100; see also 
the discussion of L2 datives above. Conceptually, as I discussed elsewhere (Yang, 
2016, 76(, Yang, 2018), the TP has been surprisingly, and unreasonably, e(ective, 
especially because the numerical assumptions in its derivation are almost never 
strictly true (and no one even bothers checking). It seems that children somehow 
keep track of two quantities and compute their relations. It is di7cult to envision 
high-precision calculation for large N’s although the neural implementation of 
something like the TP is completely unknown.

3. Learnability and the theory of grammar

&e last set of comments comes from theoretical linguists or acquisition research-
ers who make a strong ontological commitment to theoretical linguistics. Some 
worry whether the TP has gone too far in the other direction, without paying 
su7cient attention to the representational and other constraints in the grammar 
(De Cat, Dominíguez & González Alonso, Perkins & Lidz, Roeper, Slabakova).

My general approach is to have as little UG as possible (Berwick & Chomsky, 
2016). &e application of the TP has been, by design, based on what can be de-
scribed as plausible generalizations about the data without making (unnecessary) 
theoretical commitments about how such generalizations are to be stated. For in-
stance, “add -ed to verbs to form past tense” can be stated either “in the lexicon” or 
“in the syntax” – a matter of *erce theoretical controversy but the bean counting of 
N, e, and θN is all the same. &e TP provides a lower bound on what is distribution-
ally learnable from data. If this approach is successful, then explanatory adequacy 
no longer resides in the intricacies of theory-internal apparatus or principles and 
constraints speci*c to language (Yang et al., 2017).

&is will invite skepticism. Perkins and Lidz believe my theory fails to take 
developmental constraints into account. &ey also question children’s ability to 
detect semantic properties, e.g., caused-possession in the dative constructions. 
For them, it is the syntax that helps the learner to narrow down the semantics 
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(syntactic bootstrapping; Gleitman, 1990). But they don’t seem to realize that the 
TP already provides a developmental theory of syntactic bootstrapping: syntax 
does help with semantics but syntax has to be learned.1 Table 3 of the target article 
shows how the vocabulary of dative verbs, and thus the double-object construc-
tion, grows over time. Let’s grant that children can’t “observe” the meaning of 
verbs such as promise and guarantee without syntax (although Perkins & Lidz only 
o(er assertions to this e(ect without evidence). &e syntax for bootstrapping can 
be formed when the vocabulary is small and contains only “easy” words (Gleitman 
et al., 2005) – give, feed, hand, show, bring – whose meanings are observation-
ally learnable (Trueswell et al., 2016). &is provides the TP-sanctioned inductive 
basis that caused possession is encoded in the double-object structure, with which 
children can decode the meanings of promise and guarantee.

Perkins and Lidz are also concerned that my approach may “miss important 
generalizations about language acquisition” (p. 743) such as “(I)f a language has 
two ditransitive constructions, the one expressing caused possession is always the 
one in which the goal c-commands the theme … And, children seem to know this 
link despite a severe poverty of evidence” (p. 746). I fail to see the relevance. How 
does knowing the goal c-commanding the theme help learn that donate cannot ap-
pear in the double-object construction but assign can? Never mind the supposed 
generalization is false: Middle English (Visser, 1963) and modern Scandinavian 
languages to varying degrees, allow both the goal-theme and theme-goal word 
order. &e same holds for the suggestion that rule learning may be aided by fea-
tures and other formal structures (Biberauer, Dominínez & González Alonso, 
Slabakova). Perhaps productive and unproductive processes are indeed di(erenti-
ated representationally but that is clearly the result of learning not a theory of 
learning, e.g., which words belong where on the hierarchy, which features become 
general and “abstract” and which are conservative and lexically speci*c. In this 
vein, Svenonius raised the problem of object shi8 in Norwegian, where children 
fail to consistently shi8 in obligatory contexts. &e distribution of shi8ed objects 
can be described in di(erent theoretical frameworks with some more surface-
oriented that others but the learning problem is the same and has already been 
subjected to a TP analysis (Anderssen et  al., 2012, 57). &e number of shi8ed 
object pronominals is only a small subset of all (10/39): not shi8ing is “produc-
tive” and children must memorize those that do. Failing to shi8 consistently is 
expected because exceptions may be regularized as in the familiar case of English 
past tense. Similarly, the obligatory use of determiners in languages like Italian 
needn’t follow from the property of some null head – and one would need a story 

1. I thank Lila Gleitman for discussions of this matter over some funky blue bread pudding.
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of why it is not available for English – but can be learned distributionally from 
input (Ceolin, 2018).

But Svenonius’s general message is important: what are the “constraints on the 
‘format’ of lexical items therefore de*ne the hypothesis space” (p. 781). UG won’t 
provide a complete set of the primitives to structure the hypothesis space. It is 
inconceivable that the noun classes in Bantu, the classi*er system in Japanese, and 
the past tense rules for the irregular verbs in English are all carved out of the innate 
universal template. More likely, these linguistic categories are established because 
children can discover, using something like the TP, formal correspondences that 
relate them. A case in point is the “telecommunication” subclass of dative verbs, 
which is surely not an innate semantic class but one established on their partici-
pation in a formal structure namely the double object construction. &e child is 
probably innately primed to organize the categories in a combinatorial system 
(“features”), which may follow from Merge and perhaps other general principle 
of system organization (e.g., the particulate principle; Studdert-Kennedy, 1998).

4. Conclusion

&e TP provides a new division of labor between what can be learned and what 
needs to be built in. As Rothman and Chomsky point out, this can eliminate 
“arbitrary stipulations of parameter values” (p. 765) and provides an account of 
the idiosyncractic properties of particular grammars without overburdening the 
biological requirement for language. Indeed, the minimalist approach (Berwick & 
Chomsky, 2016) encourages a return to an earlier, abductive, framework of lan-
guage acquisition: “Having selected a permissible hypothesis, he can use inductive 
evidence for corrective action, con*rming or discon*rming his choice. Once the 
hypothesis is su7ciently well con*rmed, the child knows the language de*ned 
by this hypothesis; consequently, his knowledge extends enormously beyond his 
experience” (Chomsky, 1968, p. 80). &e TP determines whether a hypothesis is 
“su7ciently well con*rmed”.

It seems appropriate to end with the concluding remarks from Rothman and 
Chomsky, who quote Chomsky (1995): “&e *eld is changing rapidly under the 
impact of new empirical materials and theoretical ideas. What looks reasonable 
today is likely to take a di(erent form tomorrow. … Whether these steps are on 
the right track or not, of course, only time will tell” (p. 9). &is will take a collective 
endeavor from many theoretical and empirical angles as the commentators have 
helpfully made clear.
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