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Abstract: The paper argues for a Maximize Asymmetric Refetipreference (MAR) as a general property
of language based on a number of phenomena thaidaeendent of word order. In addition to expagdin
the domain of asymmetricity, a number of mechaniant phenomenare unified from this perspective,
with their reason for existence traced back to MARmMely the diachronic loss of specifiers, the hine
Correspondence Axiom, the Phase Impenetrabilityd@imm, the no-Spec-without-complement aspect of
Bare Phrase Structure, the rarity of multiple Spmestructions (as with, e.g. multiple wh-frontingipd the
who lefteffect (where subject wh-movement cannot proceeditth SpecTP). MAR is also shown to favor
approaches where movement is moving-element daventhose where movement is target-driven as well
as Bare Phrase structure building over GB strudbuitling, and to have consequences for the proper
formulation of several mechanisms, including thagghimpenetrability Condition, Case licensing, tined
EPP. The paper also discusses MAR within a bro&alenalism vs functionalism setting, within a
unificational perspective where both of these apphes have a place.
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Prolegomenon

This paper grew out of one part of a talk givethat2019 Heidelberg formalists vs functionalists
workshop. There were actually very few formalidk$a most of the talks took a functionalist
perspective, and argued against formalist accafrgarticular phenomena. Still, as someone who
was characterized as a formalistiound many of those talks quite interestingmany cases, the
issues that were raised for particular formalisalgses were real, and in a number of cases the
talks presented very interesting data that anywatoof the relevant phenomena should integrate.
One issue was the general approach in some oélkethat the formalists and the functionalists
cannot both be right in principle, that there ienofor only one of these approaches to language
(as a result, taking e.g. a particular formalistcamt of phenomenon X and showing that there
were problems with it, would lead to the conclusibat all formalism is wrong). To me, that in
principle seemed wrong. | would be the first onatgue against any formalist who would argue
that functionalism as a whole is wrong, that thiereo aspect of language that can be explained

L While | would prefer to be called a theoreticahtggctician, even that label gets me to squirmtle litve
have reached the point where linguistic phenomeeadnto be looked at in their totality, not
compartmentalized by specific subfields. A syntaah has to be constantly paying attention to séicgn
morphology, phonology, language change, and laregaaguisition. Doing theoretical syntax also means
doing syntax-semantics interface, syntax-morpholagierface, syntax-prosody interface, looking
seriously into understudied languages and typolagg,always be ready to bring in diachronic chaamge
language acquisition facts. Typology is particylarnportant here. We have reached the point where
typology should be at the center of investigatibwioat generativists refer to as Universal Gram(hks).

At this point of our understanding, broad crosalistic comparisons and Greenberg-style typological
generalizations are actually more enlightening mdigg the nature of language and UG than detailed
investigations of individual languages (the lattar of course a prerequisite for the former; tlae{itioners

of the latter are, however, often a reviewing st@m for typological works since they often requine
same kind of detailed investigation for every indiial language considered in a typological work tha
would be found in a work devoted to just one langaThe talk presented at the workshop was inténde
to reflect all this; while typology was at its centit also addressed a number of prosodic, semanti
morphological, language acquisition, and langudgenge issues (only the last one (and to some extent
language acquisition) is reflected in this papdriciv elaborates on a small part of the workshdg) tahis

was also reflected in the title of the workshoftaDn the nature of language and linguistics: dflsjust
linguistics” (the handout for the talk can be foumdt https://boskovic.linguistics.uconn.edu/wp-
content/uploads/sites/2801/2020/08/FormalistFunefistShort.pdf).
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by looking at the function of language: the complerf language is way too great to be able to
handle it comprehensively only with one of thesmsoof view. There is no competition between
the two approaches in general, but there is wipeet to particular analyses of particular
phenomena, since we don't a priori know in whichmdm a particular phenomenon belongs to.

At any rate, the tone of the final roundtable beeanuch more productive. But this is what
| actually found to be the most inspiring part lo¢ twhole workshop, in fact so inspiring that it
reminded me of the early days of minimalism. Miniisra lead to an Occam-razor based re-
evaluation of all the basic mechanisms which weken for granted in the Government and
Binding (GB) era: levels of representation, the wgytax interacts with semantics and phonology,
basic structure building, word order.... everythihgttwas taken for granted was questioned. The
kind of questions that were raised at the conferewbich many formalists would have perceived
as hostility and/or unjustified attacks, actuabyninded me of those minimalist days. They were
guestioning even the most basic things, exactlywhg we were doing it in the early days of
minimalism. True, there was occasionally a bit of underlying tone (due to the skepticism
regarding the viability of the overall formalist@pach) which we did not have when we were
guestioning GB (more precisely, ourselves, sinceweee all GB practitioners), but it was worth
ignoring that to appreciate the questioning itsiifd it was productive, it got me to think of centa
issues in a different, simpler way.

In one part of the talk, | discussed Marcin Dadahssertation. | tried to stay as neutral as
possible theoretically. The main point was thatkranic change often involves loss of movement,
which Dadan tied to the loss of specifiers. Dadaduges this from the labeling framework of
Chomsky (2013), by comparing different aspects lobr@sky’s labeling algorithm. | did not go
into any of the technical details of Dadan’s anialyso there was no discussion of labeling), but |
still got a question, can we do all this withouihgsthe technical term specifier. The question was
reminiscent of the early minimalist days. This xaely the kind of a question we were asking
regarding the concepts that were taken for graméde GB theory. The question did get me to
think about the relevant issues differently, whickould not have done otherwise, in fact in a
more general way which establishes a connectiom e@ttier phenomena that otherwise could not
be related, i.e. which could not all be relatedtigh the notion of specifier. This paper is a resul
of that. While the paper is still rather “technigathe point is that it grew out of what | would
consider a fruitful “formalists vs functionalist§fabels which | am not fond of) interaction—in
several places it also appeals to functional exgtians and in fact leaves open whether the main
point should ultimately have a formalist or a nomdfalist explanation (with a more general
formalism vs functionalism discussion in the lasttgon of the paper, whose point is that the two
approaches are not as incompatible as they ardastiip assumed to be and can in fact inform
each other). If it turns out to be the latter, fagper can be looked at as an example of how a
theoretical investigation of formal properties ahguage can elucidate connections with broader
cognitive properties.

1. Introduction: Asymmetricity

The focus of this paper will be on the notion oframetricity in language. There are many cases
of asymmetric relations in language, many of whiele been pointed out in Kayne’s work (see
e.g. Kayne 1994, 2010). Linear order is obviouslynametric—if X precedes Y, it cannot be the
case that Y precedes X—but this is certainly net dnly asymmetric relation. Kayne (2010)
presents a more general case that our languagéyféiel) has the property of being asymmetric,
though most of the cases he provides still coneard order (i.e. correlations between various
syntactic phenomena and word order). Much of hgsimentation concerns the lack of what we

2An attempt will be made to confine some of the nitesthnical” aspects that are not crucial to thetiz
points of the paper to the footnotes, a point winicire “technically” oriented readers should beanind.
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would expect to find if FL were symmetric in thendain of word order. Thus, he points out that
there is no pair of languages X,y where y is theanimage of x such that for any sentence of x,
the corresponding sentence of y would be its mimage in word order.

But there are also asymmetric relations outsideartl order, which is what this paper will
be concerned with. For one thing, the notion ofttead of a phrase, more precisely, the unique
head of a phrase, is inherently asymmetric: it saysrmally, that one element in a phrase is more
important than others. One can easily imagine Rd,the concept of structure, without the notion
of the head of a phrase. In fact, we do not neexjimation for that. Until the rise of the X-bar
theory, the sentence was assumed to be S, witmitseediate daughters being NP and VP—S
simply did not have a head; we needed the X-baryhie force headhood onjit.

We find abstractly similar situations in semantiesth the lack of the counterpart of
headhood from the X-bar theory approach to strattetations. Consider e.g. Heim and Kratzer’s
(1998) Predicate Modification rule:

(1) For any branching nodewhose daughters apeandy, if both 3 andy are of type s, t>, then
[[a]]=[Axo. [[B]] (x) and [[]](X)], wherec is any type.

To informally illustrate the working of (1), in (2&d andcar arefy andy from (1); they are both
of type <e,t>; the object we get by combinfhgndy here,a from (1), is also of type <e,t>.

2 red cag >

rede t> Cake t>

Looking at the semantic composition in terms oktyghere is really no head for the phrase in (2):
“red” and “car” as well as the phrase “red car” alleof type <e,t>.

The point of the above discussion is that the motbthe (unique) head of a phrase is
inherently asymmetric—it in fact represents a gasesymmetry outside of word order. It seems
real, though one can certainly imagine structurggsowmt it. However, it does not seem to be the
case that there are no symmetric relations in Rlfatt, even the notion of c-command, which
Kayne (1994) uses to determine word order, whiclhyisits very nature asymmetric, is not
inherently asymmetric (as Kayne 1994 himself netas)s not the case that there cannot be two
nodes/constituents such that they c-command e&eh. dirue, one can impose asymmetricity on
it by brute force (i.e. definitionally), which ishat Kayne (1994) in fact does, but the point i tha
the notion itself is not inherently asymmetric.

In some cases, there has been a debate whethdicalpamechanism is asymmetric or
not although the debate was actually never framesuch a way, hence the relevance of the
broader issue under consideration here for the aresims in question was never explicitly noted.
Consider e.g. Case. Under the GB-style Case assiginimplementation of Case licensing, as
well as under the current Case valuation appraadh(see Chomsky 2000, 2001), Case licensing
is asymmetric (informally, | do something to yondayou don’t do that to nig under the early
minimalist approach in terms of Case checking,aswn fact symmetric (informally, we do it to

3 There have also been post X-bar theory proposaksriuctures without a head, where it was assuhatd
such structures can be generated but cannot surviiids movement forced to destroy such symmetric
(i.e. lacking a head) structures—see in this resggoecially Moro (2000) (see also Ott 2012).

4 More technically, in GB the verb assigns casesmominal object (instrumental in the case give()i

in fn 5), and in Chomsky (2000, 2001), the verhuealthe Case of its object (giving it a particase
specification)—the nominal object does not do amgjlof that sort to the verb.
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each other), which led to the so called InverseeCalser (see Boskoyil997), a requirement that
traditional Case assigners check (i.e. assigny ®ase’ Case licensing is then another example
of an asymmetric relation outside of word ordert, toly under the Case-valuation/assignment
view, not under the Case-checking view.

Without outright denying that symmetric relatioren at all exist, but taking the kind of
considerations that Kayne (and others; see alsalibee discussion) have brought up seriously,
takes us to the position that FL favors asymmegtligtions, i.e. it leads us to (3), where MAR is a
preference principle (in a sense to be made clelam), and the domain where MAR holds is the
computational system (informally syntax), includsggll-out itself

(3) Maximize Asymmetric Relations (MAR)

This paper will argue for (3), based on phenomemependent of word order. Arguing for
asymmetric relations is of course not neWhat is new is the kind of phenomena that will be

5 Under Case checking, there is no inherent diffegéaetween e.g. a verb and a nominal element riegard
Case in a Case-licensing relation—they check Cgamst each other. Thus, under this approach,ghe v
and its object NP both have the instrumental Caawife in (i) and they check each other’s Caseifeat
(i) On je ovladao  Andorom.
he is conquered Andogiar
‘He conquered Andorra.’ (Serbo-Croatian)
Under the Case checking approach we would expatttwo traditional Case assigners can check Case
against each other—Bo35kéwji2006) in fact reports a rather clear instancéhaf sort, illustrated in (ii),
where a verb and a preposition check Case againbktather in Serbo-Croatian (SC). (Higher numerals,
which do not show Case distinctions in SC, assemitiye to the following noun, which must be in geve;
(iia) is ruled out because the instrumental Caatufe of the verb is not checked; in (iib) it isscked by
the preposition “with”, which on its own also licgs instrumental Case on the following nominal.(iic
The problem with (iid) is, then, that if the verbdathe preposition check Case against each other, t
instrumental of the noun remains unchecked).
(i) a.*On je ovladao  pet zemalja.
he is conquered five countges
b.Onjeovladao sa pet zemalja.
he is conquered with five countges
‘He conquered five countries.’
C. sa zemljom
with countryistr
d.*On je ovladao sa zemljom.
he is conquered with coumigyr (BoSkovic 2006)
While the Case checking approach nicely accommedhat data in (i), if this approach were right, we
would expect to find such cases all over the plttie; however, is the only example of that soat tham
aware of (there is also the issue of morphologiealization—thus, the Case feature is morphololyical
realized on the NP but not on the verb in (i)—the ire not symmetric in this respect). The reaslaiso
referred to Bo3kovi (2011a) for arguments against the Inverse CaserFithich can be interpreted as
arguments for an asymmetric approach to CaseClds® valuation. (Since in the Case-checking approac
there is really no formal difference between CatierFand Inverse Case—the two are just descriptive
terms—arguments against Inverse Case Filter apeaaigiments against the Case-checking approach.)
6 Assuming that the Predicate Modification rule @gpln the semantics, it would not be relevant &RV
"For a position similar to (3), see Di Sciullo (302017). ((3) is argued for on rather differend &noader
grounds here though; furthermore, Di Sciullo adjudbes not treat MAR as a preference principléhia
sense argued for in this paper; in this partictéapect Di Sciullo’s position is more similar to M@®000
than to the current work (it is in fact even strenthan Moro’s approach in that for Di Sciullo,iapmmetry
holds at each step of the derivation). Still, Diuo 2015 is an important predecessor of this Wyork
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looked at from this perspective in this paper;aotf a number of superficially rather different
phenomena, which come outside of the domain of wodér, will be brought together under this
perspective here (the discussion will also shed liggw on some of these phenomena). It should
be obvious that the position taken here, MAR, iskeg than Kayne’s (2010) position that FL is
fully asymmetric; however, the discussion here ®jlply to a broader domain, going considerably
beyond issues regarding word order, which is whaatrt€ was concerned with. The discussion in
the paper will thus expand the domain of asymmigtrids a result, | will also refer to (3) below
as Generalized Asymmetry. However, given the naifitee paper, the discussion will be to some
extent speculative and programmatic—I will not @eato examine the relevant phenomena
comprehensively but will only discuss the aspetth@se phenomena that are relevant to our main
concern, i.e. (3). | will also not concern mysedfd with the issue of what (3) could follow from;
however, the issue of whether (3) can be traceki todeL external factors will be briefly addressed
in section 6 (as noted there, Kayne 2010 suggestsra general connection with parsing and
language production; see also Di Sciullo 2011 fbraader biolinguistic perspective).

In addition to providing a unifying perspective @number of phenomena, we will see that
MAR has additional consequences in that it favadain approaches to particular theoretical
mechanisms over their alternatives. In fact, weehaiready seen this with respect to Case
licensing, where Case licensing reflects the spfrMMAR under the Case valuation approach, but
not under the Case checking approach. (The nofitimechead of a phrase also reflects the spirit
of MAR.) We will also see that MAR has relevancedeveral aspects of the Phase Theory. Much
of the discussion below will concern specifiers,ichhwe will see are particularly relevant to
MAR. | will thus start the discussion below by examg a rather interesting issue concerning
specifiers in language change, noted by Dadan (20dfich will lead us to examine the nature of
specifiers more broadly. Regarding the latter, agnather things, MAR will be shown to provide
evidence against the implementation of the EPPfasval requirement to have a Spec (and more
generally, against formal requirements to have ecsprhis will in turn lead to a more general
discussion of the formalist vs functionalist pexdpe to language in the conclusion of the paper,
with an overarching view where both of these apginea have a place.

2. Specifiers diachronically and synchronically:

Diachronic change often involves loss of movement(e.g. Roberts 1993, 2007, van Gelderen
2009, 2011). Dadan (2019) observes that thisfadnthe general direction of diachronic change.
Dadan gives a number of cases illustrating thigilllonly give one illustration here. There are
many examples of this kind of change regarding epethdencies, where Dadan makes a very
interesting observation that the general directibthe diachronic change is from wh-movement
to wh-in-situ, not the other way round. Thus, thisra loss of obligatorwh-movement fronOld
Japanese to modern Japanes@gawa 1976, Whitman 2001, Watanabe 2002, Kurdif} 2
Aldridge 2009, 2018), fronarchaic to modern Chinese(Aldridge 2010, 2011), fronYedic
Sanskrit to modern Indic languages(Hale 1987, Fortson 2004), or frobatin, which was
actually a multiple wh-fronting language (Spevakl@0Danckaert 2012, Ledgeway 2018)
modern Romance wh-in-situ being possible as an option in modRomancé but it wasn’t
possible at all in Latin (see Dadan 2019 and refes therein). There is also an on-going change
in Navarro-Labourdin Basque (Duguine and Irurtzun 2014). Dadan observes thmeit\the loss

of wh-movement leads to is the loss of a speci{idnother case of this sort is the loss of V-2,
which also involves movement to SpecCP, as in @ld.Romance (Wolfe 2018) and English
(Roberts 1997); see Dadan’s work for other cases,0b which is noted below (11) regarding the
OV to VO word order change).

8 With the exception of Romanian, a Bulgarian-stylgtiple wh-fronting language which moves all wh-
phrases to interrogative SpecCP (see Rudin 1988).
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There is another way to lose a Spec, without the & movement itself. BoSka@{2001)
observes different behavior of the Q/focus malker Serbo-Croatian (SC) and Bulgarian, which
can be captured if the Q/focus markdras lost its ability to support a specifier in &Cparticular,
Q/focus marketi in SC cannot host unambiguously phrasal elemér)or license sluicing
(4c), which requires a Spec-head relation (seeetlld990 and Saito and Murasugi 1990). On
the other hand, both of these are possible in Biag45).

(4) a. *Novu kéu i prodaje?
new house LI sells?
‘Is he selling the new house?’
b. Novu li kidu prodaje?
c. *Novu li-keu-predaje ?
(5) a. Novata #Sta li prodade?
new-the house LI sold
‘Did he sell the new house?’
b. Novata &Sta liprodade? (BoSkav2001)

What is going on here is that movemenii,tavhich is an enclitic hence it needs somethingontr

of it to support it prosodically, still must takeéape in SC, but it takes place through head-
adjunction tdi, hence the one-word restriction on the hositandli’s inability to license sluicing,
which is licensed through a Spec-head agreemeatiael (see Lobeck 1990 and Saito and
Murasugi 1990). In Bulgarian, both phrasal elementéront of li and sluicing are possible,
indicating that the two indeed go hand-in-hand.liSlaas thus lost the ability to take a specifier.
(In fact, this usage dif is archaic in SC—it appears that the first stefiénloss of the construction
in question is in fact the loss of the Spec).

Another way of losing specifiers is to reanalylzem as heads. This is especially prolific
in the domain of complementizers, where phraseSpecCP get reanalyzed as complementizer
heads. Here are some illustrations noted by Da2laid) (there are many cases of this sort, spec-
to-a-head change is in fact quite common even aitsf the domain of complementizers, see
especially van Gelderen 2004).

(6) Georgian wh-phraseray 'what'>complementizeraytamca(Harris & Campbell 1995; this is
quite frequent crosslinguisticallylRussiancto ‘what’>cem 'than' (comparison complementizer,
Willis 2007); English how>subordinating complementizer (Huddleston & PulR®02 also many
Slavic languages e.Bolish, Slovakjak, andBreton penao$; German complementizedassfrom
relative pronouns in SpecCP (Axel-Tober 2017; @smmon in e.g. Slavic, Meyer 2017; and
Greek, Roberts and Roussou 200Ench par ce queby this that'>parce quebecause’ (van
Gelderen 2004 )Early Germanic hweetreanalyzed as an exclamative C-head (Walkden 2014).

Another case of this is the emergence of agreangptementizers from pronouns in Welsh, e.g.
complementizemi derives from a 1SG subject pronoun, and the pafedtom a masculine 3SG

subject pronoun (see Willis 2007). The former ligsirated by (7). What facilitated this change
was pronoun doubling, as in (8), where a pronowuigcboth in its base position and in the left
periphery of the clause—the latter then got reaelyas an agreeing complementizer, as in (7).

(7) Mi welais I r gém
PRT see.PAST.1SG I the game

® Wang (2019) argues that there is an intermedtaggesn the Spec-to-a-head change, where the rdéleva
element is base-generated adjoined to another hetate it projects a phrase on its own.
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(8) Mi arhosais (,) fi
1SG.IND wait.PAST.1SG 1SG.IND
‘I waited, me.’ (Willis 2007: 459)

What we see in all these cases is the loss of a. §fa@lan (2019) deduces this from the labeling
framework of Chomsky (2013), arguing that the wiaycture building works there favors head-
complement relations over traditional Spec-heaatiais, which require an additional step to label
the object in question (agreement or movement fs&Xl regarding Chomsky’s 2013 labeling
approach); for another labeling-based approach dppties to the Spec-to-head reanalysis in
particular, see van Gelderen 201%).will, however, pursue here an alternative, bevaday of
explaining the preference for the loss of spedfigrhich in fact will not appeal to the notion of
specifierper se but will provide a more general explanatiat will establish a connection with
other phenomena that all this otherwise cannotlaged to (some were in fact already mentioned
in section 1 regarding the notion of the head gdhaase and a particular approach to Case
licensing).

The head-complement relation involves mergemnof élements that are not equal in their
phrase structure status, one is a head and the mtbas a phrase. This is not the case with the
traditional Spec-head relation. In the Bare Ph&isgcture system (Chomsky 1995), what we have
in that case is the merger of two phrases, att¢i@ pf the merger itself. Consider (9).

(9) Which book did John buy?

The relevant step of the derivation before wh-moseitakes place first involves merger of C, a
head, and IP, a phrase, which yields a phraseT#wh-phrase then merges with this object.

(10) o~
DP CP
T~
which book
C IP

What we then have with wh-movement is a mergewofghrasesyhich bookand the CP in (10).
This in fact holds quite generally: traditional $penvolve a merger of two phrases in the Bare
Phrase Structure system. The suggestion, discusssettion 1, is that syntax quite generally
prefers asymmetric relations (cf. (3)), this is wihyrefers head-complement over Spec-head
relations: the former involves an asymmetric mergerit involves merger of a head and a phrase;
the latter involves a symmetric merger, i.e. itdlwes merger of two phrases. This is then the
reason why the diachronic change in the case a fiam wh-dependency) involves the loss of
wh-movement, not its gain. By eliminating a Spée, former eliminates a case of a phrase-phrase
merger. On the other hand, the latter would inveheation of a Spec, hence gain of a Spec, which
would mean an additional phrase-phrase méfger.

There is an immediate connection here with angtihheposal, namely Kayne’'s (1994)
antisymmetry of syntax, which is the proposal thatd order is read off asymmetric c-command

10 But see fn 32or an issue that arises with the labeling framéwegarding MAR.

111t should be noted that Kayne (2010) simply baesger of two phrases: “The merger of two phrases is
unavailable” (see also Narita 2012). This illustgathe general difference between Kayne (2010)fzad
position taken here, discussed in section 1, whkris taken to prefer asymmetric relations (thispwill

be made even more clearly below).
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relations, where, roughly, if X asymmetrically cahomands Y, X precedes Y, and everything
dominated by X precedes everything dominated B% M.Chomsky’s (1995) reinterpretation, this
proposal led to elimination of word order from gytax—syntax is all about structural relations
like dominance and c-command, word order is theposed in PF due to the nature of the PF
interface, which interacts with our articulatoryrpeptual system, which by its very nature requires
word order. In particular, word order is imposed limgarization of structural relations, where
asymmetric c-command plays a crucial role (thigfsrred to as LCA). At any rate, the LCA rules
out all symmetric structures (symmetric in a settsdoe made more precise below). Under
Chomsky’s version of the LCA, they can be createdtbey have to be eliminated before spell-
out?®Thus, in the Bare Phrase Structure system, a remmebing element is both a head and a
phrase. If such an element is merged as a tradltammplement, as in (11), we get a structure that
is too symmetric: a problem which is resolved bywimg Y in (11) (so that Y does not have to be
linearized in the original position, given thaisithot pronounced in that position). In a sensenth
the movement here is driven by MAR.

(11) XP
VN
X Y

Both the diachronic tendency to lose specifiers dagne’s LCA can then be looked at as the
preference for asymmetric relations, and therefimiéed from that perspective.

There is in fact a case, noted briefly above, wheedwo are quite clearly brought together.
Kiparsky (1996) observes that the OV-to-VO wordesrdhange is way more common than the
VO-to-OV word order change (see Biberauer and Rsl#06, Roberts 1997, 2007, and Dadan
2019). From the perspective of Kayne (1994), thev@rd order is derived from the VO word
order, with object movement (see e.g. Zwart 199fp vanalyzes it in terms of object shift;
regarding the change itself, see Kiparsky 1996,eRsld997, 2007, Danckaert 2012, Dadan 2019,
among others). The OV-to-VO change then in facbives a loss of movement and results in the
loss of a Spec. The relationship between the OV \ADQdword order is then the same as the
relationship between wh-fronting and wh-in-situtfiwthe same direction of diachronic change.

Also relevant here are several cases of diachrdmnge noted in Di Sciullo (2011) (see
also Di Sciullo, Nicolis, and Somesfalean 2020) the# form depicted in (12)-(13), where the
situation in whichaP either precedes or follows head X leads to ahdeac change whereP
only follows head X. One case of this sort concegesitive theme complements of nouns in
Greek: in Classical Greek, they could either precedfollow the head noun, while in Modern
Greek they must follow the head noun (see Alexia2iaQP).

(12) a.aP X
b. XaP
(13) X oP

12This leads to a universal Spec-head-complemer bater; any departures from this order then must
result from movement.

13 Kayne actually argues that the LCA holds througtsyntax, which means that symmetric structures
could not even be created (note, however, that Eagres not assume Bare Phrase Structure).

14 As noted in fn 3, Moro (2000) and Ott (2012) arthet XP and YP can also be base-generated assiste
(with neither of them projecting). In that case ohéhem has to move away for the same reason mavem
has to take place in (11), namely because the drmserated structure in question is too symmetrical.
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From the current perspective (and parallel to tkeussion of the OV-VO variation above), (12)
would be interpreted as involving optional movemei&P (in particular, the movement would
take place in (12a), but not (12b) (see also Aldxia2002), with the movement getting lost in the
stage depicted in (13). In fact, as discusseddtise 3, this may be what is happening with wh-
movement in Modern Romance: while Latin was angatbry wh-fronting language (so in stage
(12a) regarding wh-movement), Modern Romance laggsidave optional wh-movement (see
below for a formal implementation of this chang#)stractly showing the stage depicted in (12a-
b) in this respect. As discussed in section 3 Ba#an 2019), there are reasons to believe that
Modern Romance languages are on their way to begpmin-in-situ languages: this would then
also represent a change from (12) to (£3).

A question then arises why all specifiers don’tigst. That would essentially lead to the
loss of movement, so the question is actually beaaghy do we have movement in the first place.
Chomsky’s (2000:120-121) position here is that tas to do with “externally imposed legibility
conditions”, i.e. it is due to “conditions imposley the external systems”. What this means is that
the reason for it is essentially functional, or mtaroadly non-syntactic: to be able to express
notions that go beyond the basic argument strudiwhech is what we would have without
specifiers): more complex semantic notions invavissues like scope/scopal ambiguities,
pragmatic notions concerning things like topic/feénterpretation, specificity. 18 in fact even
argument structure that goes beyond a simple mtdiwith one internal argument requires a
specifier (see section 4). At any rate, as noteDdyan (2019), from this perspective, cases of e.g.
gaining specifiers may be expected to be non-sydtaen, i.e. interface-driven and/or attributed
to extra-syntactic factors, e.g. prosody or praggeaemantics (see Dadan 2019 for a more
detailed discussion). Note, however, that the peefee nature of MAR does leave room for a
syntactically-driven gain of specifiers.

Consider in this respect the change frorpra-drop to a norpro-drop language that
occurred in e.g. French (see Adams 1987). Romantero-drop is licensed by rich verbal
morphology; what is relevant here is that there avakange in the richness of verbal morphology,
which led to a problem with the licensing condisoon pro (i.e. the phonologically null
pronominal subject). Now, while the exact analysis traditional pro-drop is certainly
controversial (see Roberts and Holmberg 2010 foowaanview) a number of authors (e.g. Borer
1986, Alexiadou and Anagnostopoulou 1998, Barb@8b)Llhave argued that traditionab-drop

151t should be noted that Di Sciullo (2011) alsouss that asymmetry plays a role in diachrony, thoug
she uses asymmetry in this respect in a very diftesense from the one used here. For Di Scitlls,a
matter of eliminating choice, where two possibledvarders are reduced to one of these two wordsrde
this is what Di Sciullo refers to as asymmetry iactironic change. This particular sense of asymymetr
would not extend to many relevant cases of thedbspecifiers (some traditional grammaticalizattases

(cf. (6)) do not even involve a change in word oydé also the case 6fin (4)-(5)). It is also not concerned
with the issue of which of the two word orders $ugs.

16 Chomsky (2000) in fact associates these notioris specifiers. Some of these may have led to the
development of formal requirements (which wouldnttierce movement, as discussed below; note that
non-syntactic factors could ultimately be behinasstinguistic differences in this domain, e.gsipossible
that what is behind the different syntactic behawgiovh-phrases in Bulgarian and Japanese isllegtadre
subject to different interpretation, see section B)ere could actually also be prosodic reasons for
movement, e.g. to support an enclitic head likie (5a) (for a much broader proposal along thases|
where prosodic factors motivate movement, see Rich2010, 2016). The notion of a canonical ordey ma
also be relevant here. E.g., shift from OV to VOyrba less likely to happen if SOV is the canonardier

in the language, which means that it would be usealdiscourse-neutral way to answer a questian lik
‘What happened?’ (note that canonical word ordesdmwt entail lack of movement: to note just orseca
following Dryer (1992)Kayne (2010) observes that there are languagesv8i€-Neg-V is the canonical
word order (the order would have to involve movetreren if Kayne’'s 1994 approach is not adopted).
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does not actually involve a null argument in a gpxdi.e. it does not involvero); rather, verbal
morphology itself is the argument. Under this as&lylosingoro-drop actually involves a gain of
a specifier (lexical subjects are specifiers),ibua manner that is fully consistent with MAR as a
preference principle. In fact, under this analysipro-drop, the loss gbro-drop in French can be
taken as a confirmation of the status of MAR asedgpence principle (see sections 1 and 4).

It should also be noted that Dadan (2019) arguatsatpattern similar to the diachronic
tendency to lose specifiers is also found in lagguacquisition. More precisely, he argues that
many cases of errors in child language acquisaitinally arise due to the avoidance of Specs. In
other words, the diachronic tendency to lose Speagflected in language acquisition as a
tendency to analyze structures in a way which wawidid Specs’ This is not at all surprising
under the approach to the issue under considerdigoussed above. It seems plausible that
children are poor in those extra semantic/pragmatiions which require (hence justify)
specifiers, hence the MAR strategy is even momngty at work in child languagé.

A number of other issues may also be relevant l&vesider the semantics of multiple
wh-questions. While this is certainly a hotly dedshissue, a number of authors have argued that
the most transparent and simplest syntax-semantpging in this domain is provided by multiple
wh-fronting languages (see e.g. Pesetsky 1987)rendlé wh-phrases front overtly (creating an
operator-variable relation), as in Bulgarian (Mhjch is analyzed in terms of multiple specifiers
of CP, with each wh-phrase located in a separaeifsgr (see Koizumi 1994, Richards 2001).

(14) Kogo kakvo kak e pital?
whom what how is asked
‘How did he ask who what?’

Given this, one might expect the multiple wh-frogtstrategy to be quite common. However, very
few languages actually employ it (see BoSk@&012 for a list). This may not be surprising ghii

of the discussion above: the dispreference for iBpex is particularly relevant here, since
constructions like (14) involve multiple specifi@sCP.

In fact, the issue in question seems to be quiterg In Chomsky’s (1995) bare phrase
structure, there is nothing special about multgpec constructions, in fact one would expect them
to be quite common. Curiously, an obvious pointiager been made in this respect before: such
cases are in fact quite rare crosslinguisticllgrom the current perspective, all this may be due
to the general dispreference for specifiers. Reball creation of a traditional specifier involves
merger of two phrases: with multiple specifiergation of each specifier involves merger of two
phrases—multiple Spec constructions are thus pdatly offensive to the preference for
asymmetric relations. As discussed above, thepgagmatic/semantic/prosodic pressure not to
lose all specifiers; this pressure is weaker raggrdultiple Spec constructions since in many
cases creation of a single Spec suffices to exphesgelevant pragmatic/semantic notions (or at
least decreases the need for another Spec), bedelevant prosodic job (support an enclitic).

17.0n the relationship between language acquisitioth language change, see Lightfoot (1979), van
Gelderen (2011), Roberts (2007), among others.

181t may be worth noting here that Uriagereka (20aR)ues that all Specs are islands, disallowing
movement out of them. If this is correct (the is®ieontroversial—thus, there is a controversy rdigg
whether extraction is possible out of subjectspe&P—Uriagereka argues, contra Takahashi 1994 and
Stepanov 2001, that it isn’t)), it is possible tkia avoid-the-Spec strategy results in islandh&m#c-
creation creates a dispreferred configuration frdmich extraction is not possible.

19 The rarity of the multiple wh-fronting strategyagarticularly drastic case of this if this stggténdeed
yields the most transparent and simplest syntaxaa&os mapping for multiple questions, hence should
otherwise be favored on these grounds.
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3. On the Phase-Impenetrability Condition
All of this may also help us gain a new perspectimghe Phase-Impenetrability Condition (PIC),
in fact deduce it from generalized asymmetry.

Phases define locality domains in the syntax aterchine the points of spell-out, i.e. when
the syntactic structure is sent to the interfacesboth the meaning and the sound side). Syntactic
dependencies are not unbounded—they are subjéatdbty effects. Certain phrases count as
phases (more on this below)—those phrases deterth@elocality domains for syntactic
dependencies. Under the standard approach to pplaass-based locality effects, the Spec of a
phase is accessible for movement outside of theegplthe complement of a phase, which is what
is sent to spell-out, is not (this is what is regerto as the PIC). In other words, in a phase¢ease
derivation, Spec of phase XP is essentially infl@idint locality domain from the rest of XP. This
can actually be looked at as a way of resolvingSpec conundrum discussed above: Spec is
separated from the rest of the structure into f@miht locality domain, reducing the problem that
Specs raise for the asymmetric nature of syntaxch burden is actually computed domain by
domain, as is natural in the derivation by phase.

The above suggestion implies that when the PIC gaiahSpec into another domain, it is
not really a Spec in the new domain, which essiytizeans that the exact same full structure is
not present in the new domain, so that when thexvagilt element is pushed into another domain,
it has a different status. In other words, the B#parates a Spec so that it is not in a Spec
configuration any more. Interestingly, a numberathors have independently made proposals
that accomplish exactly that, in particular, Epst@007, 2009), Chomsky (2008), Goto (2013),
Narita (2011, 2012), and Takita, Goto, and Shil{atd6). Consider the last work. Under the
multiple spell-out hypothesis (Uriagereka 19%pstein 1999 Chomsky 2000among many
others), syntax interacts with the interfaces dythee syntactic derivation, by repeatedly sending
chunks of structure to the interfaces as the stintderivation unfolds. Phases determine the points
of spell-out, i.e. when the syntactic structursest to the interfaces. Under standard assumptions,
spell-out occurs at the phasal level, with the phesmplement being what undergoes spell?But.
Takita et al (2016) suggest that spell-out essintemoves the phasal complement, changing the
syntactic object {X, YP} (where X is the phasal Heend YP its complement) into a single head
X (for a trivial reason, since YP is no longer #jeThey present a number of arguments for this
view (for relevant discussion, see also Goto 208jta 2011, 2012, Epstein 2007, 2009), one of
their concerns being a problem that arises in Chgin$2013) labeling system with successive-
cyclic movement, as in e.g. (15) (CP is a phasachwhmeans that movement out of CP must
proceed via SpecCP, otherwise the wh-phrase wilbeaccessible outside of the embedded CP
due to the PIC, as discussed above), where thetwteucannot be labeled aftghich bookmerges
in the position of t’ (which involves merger of typbirases), the derivational point shown in (16),
due to the lack of agreement/feature-sharing betwee relevant elementsTo deal with this,

20 Boskovit (2016b) argues that what undergoes spell-outtisalig a full phase, with successive-cyclic
movement targeting the phrase right above the pHdsediscussion in the text can be easily adajated
that approach.

21 Chomsky’s (2013) labeling approach assumes thatitepof an object that results from a merger aj tw
elements X and Y is not an automatic result ofapplication of the Merge operation: unlabeled odigjec
are in fact allowed during the syntactic derivatimn not in the final representations which are sethe
interfaces, because the interfaces themselvesreetpbiels. Chomsky then proposes an algorithm for
determining labeling of objects formed by mergee, gist of which is that when a head and a phrasgen
the head determines the label of the object intoqpreswhile in the case of a merger of two phrabes
elements in question need to undergo agreemenmiabole labeling. Crucially, as argued extensively in
Boskovic (1997, 2002b, 2007, 2008b), Chomsky assumes tltaessive-cyclic movement, such as the
movement to the embedded clause edge in (15), muesvolve agreement, which means that labeling
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Chomsky essentially stipulates that traces aresiiohg to labeling, so that the structure is labeled
(as CP) aftewhich bookmoves away (see (15)).

(15) Which bookdo you think e t'i that John bought]t
(16) [op which bookj [cp that [p John bought]t

What Takita et al's proposal regarding spell-outslbere is change the syntactic objectkai,

IP} into a single head @tfat) (after the IP is sent to spell-out). The labetlsd syntactic object
that corresponds to the embedded clause of (lfhegboint wherwhich bookis present in that
part of the structure can then be determined s$itfmiggvardly even before the wh-phrase moves
away given that this syntactic object now considta head (C) and a phrase (the wh-phrase),
eliminating the need for labeling through traces. (ihe assumption that traces are invisible for
labeling, which Takita, Goto, and Shibata 2016 sl®wroblematic; note that the head-phrase
configuration can be labeled in Chomsky 2013, whhhead providing the label, see fn 21).

The most obvious argument for the proposal in goieshowever, concerns the standard
assumption that only the edge of a phase is attessdm outside of the phase. The reason why
this is the case is then rather straightforwardy dime edge is actually there. To see this more
clearly, what Takita, Goto, and Shibata (2016) ariguthat when spell-out applies to (17) (where
XP is a phase and YP is what is spelled out) séetally changes (17) to (18) (since by removing
YP from (17), it changes the syntactic object {X®}Ywhich is XP in (17), into a single head X,
as shown in (18)). The other authors cited aboveersamilar proposals. Thus, Narita (2011, 2012)
argues that spell-out removes a constituent frard#rivational workspace so that what remains
after spell-out applies to (17) (it applies to YR17)) is (18) (Chomsky 2008 in fact also suggests
that the PIC effect arises because what is spellieds eliminated). Note that in the Bare Phrase
Structure system, discussed in more detail in@eetj where there are no vacuous projections and
the phrasal status of an element is determinecegtudlly, removing YP from (17) changes the
phrasal status of the sister of ZP—the sister ofsZi®o longer a phrase, but a head, as shown in
(18)22 The idea behind the proposals in question is thiler simple and appealing: if something

through agreement is not possible here. As notedtly in the text, Chomsky assumes that in suchsa,
one of the relevant elements needs to move aw#yasdt can be ignored for the purposes of labeling
22See Narita (2011, 2012) for discussion of how tifiermation that X was merged with YP is encoded and
accessed in the interfaces under this approaclitéNagues the information that YP has undergonegisle
with X in (17), including the relevant c-commandat®ns, is also transferred, which is importantha
recombination of separately transferred bits aictires (see Boeckx and Grohmann 2007), e.g. éor th
purpose of linearization. The alternative is tatilaearization in the relevant respect like Chioyn@013)
treats labeling, which is rather natural given @@abmsky (2013) treats labeling just like lineati@a in
that labels are needed only at the interfaces heverger of syntactic objects proceeds without alel
Chomsky argues that labeling is done at the pHeasal, for the whole phase, prior to transfer/speil.
(Under the Takita et al analysis, if at this pdétteling fails due to the lack of feature-sharibgan reapply
after the relevant transfer operation, which isfant what Chomsky 2013 also assumes.) Given the
conceptual similarity between linearization andelaty, it seems natural to assume that the samédwou
hold for linearization. The effect of this is tliae c-command relations relevant to linearizati@uld be
read off at the derivational point in (17) (notattkhe issue of linearization matters only if we dealing
here with the final landing site of ZP and if XPpbase; it does not arise e.g. with successivaecycl
movement). There are other rather interesting aptioere, but exploring them in detail would take us
beyond the scope of this paper. E.g., Kayne (2@8L@pests linear order is determined by probe-goal
relations, where the probe-goal search sharesitbetidnality of parsing and production, hence phebe
precedes the goal (a head then precedes the copmilsince it probes the complement (this is geirel
over selector-selectee dependencies) or an elesighirt the complement). What is of interest herthast

in BoSkovi's (2007) system, discussed in section 5.2, allen@nt is moving-element driven, with the
moving element serving as a probe from its finatlag site (the moving element has a uK featureckwhi
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is not accessible it is really not there (in famgre generally, this is the best and simplest way o
dealing with the kind of effect where something (YiRhis case) behaves as if it is not there—it
really is not there). What matters for us is tis$ thanges the phrase-phrase merger from (17)
into a head-phrase merger in (18).

(17)
/\
P XP
P
7\
PN
(18)
/\
/P X
P

The above discussion (i.e. MAR), then, gives usw perspective on the PIC. A Spec involves a
symmetrical, phrase-phrase merger. The PIC in efotroduces asymmetry into the merger
(compare (17) and (18)). The above then amoun deduction of the PIC—it is seen as a
mechanism for maximizing asymmetry of syntax.

It should be also noted that under the above a&gprto the PIC, the PIC is not a condition
that explicitly states what is (in)accessible ailgsof phase: all we have is that the complement
of the phase head is sent to spell-out, which resdtvfrom the derivational workspace. This is
all—(in)accessibility trivially follows from thatwhatever is present in the derivational workspace
is accessible, what is not present is trivially actessibi).

forces it to move to serve as a probe). What tieiams is that if what we see in (17)-(18) is thalflanding
site of ZP (which is the only relevant case sintteerwise ZP would not be pronounced in this posijtio
making linearization irrelevant), ZP will functi@s a probe in BoSka¥isystem, which means that under
Kayne’s (2010) assumption regarding probe-goatioela, ZP would precede XP in (17) (in fact, nothin
would change in (18)). Another assumption from Kay(2010) opens up another possibility. Kayne
suggests that if a head H merges with two complésnémey must be on the opposite side of H. Given t
bottom-up derivation, (17) first determines thaimist precede YP. ZP then must be on the opposike si
of X even in (18). Another possibility is made dable by a proposal from Narita (2011), the gistvbich

is that in {o, B}, if there is a lower copy of. within 3, a precede$. There are thus a number of very
interesting options here. However, teasing thenttapdnich would require their precise formalization
would take us beyond the limits of this paper, leehieave this potentially rather rewarding endedoo
future research.

ZAs observed by Takita et al (2016), under theippsal labeling considerations cannot be the driving
force behind successive-cyclic movement as in Chygr(013) (Chomsky’s analysis in this respect was
based on the stipulation that traces are ignoredafmeling, which, as noted above, is now elimisabl
They also observe that labeling anyway cannot kentéo be the driving force of movement in general,
e.g. no labeling problem arises in the base posdiahe direct object iMary;, John likes;t Takita at al
(2016) adopt Boskovis (2007) proposal, discussed in section 5.2, thavement is driven by an
uninterpretable feature (uK) of the moving elemaeurttich applies both to the initial step of movemand
successive-cyclic movement (one could, howeveridrincorporate this into the labeling system under
Bo3kovic's in press assumption that a uK blocks labelingmeving element would then always have a
uK, which would block labeling (with feature-shagialiminating the uK)).

24 Regarding actual (in)accessibility, nothing chanfrem Chomsky’s (2000) “definitional” approach to
the PIC, which simply states, as a matter of didinj that what is accessible from the outsidénésS$pec
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There is a similarity between the diachronic losspecifiers and the PIC that should be
noted: while the two are superficially very diffatelike the former, the PIC also leads to the loss
of a specifier, i.e. undoing of a phrase-phrasegeresituation. One could in fact look at the PIC
as a derivational manifestation of the diachromaspure to lose specifiers.

A guestion, however, arises in this respect whetmervoidance to create a specifier can
be the motivation for the diachronic loss of wh-rament if the relevant specifiers are anyway
reanalyzed derivationally during transfer/spell-olivo issues are relevant in this respect. For
Chomsky (2000, 2001), CP, but not lower clausajgateon (such as IP), is a phase. However,
wh-movement does not seem to target SpecCP, pbagal edge, in all languages (see in this
respect section 5). In fact, in some of the cadesrevwh-movement got lost, it appears that the
landing site of obligatory wh-fronting was actudthyver than SpecCP (i.e. it did not target a phase
edge, which means that the relevant Spec woultiane been PIC-reanalyzed), see in this respect
Aldridge (2018), who argues that wh-movement in Qépanese targeted Speclisee also
Watanabe 2002 and Aldridge 2009, as well as Aldria@10, 2018 regarding Archaic Chinese).

Second, even in the cases where wh-movement deate @ Spec of a phase (i.e. where it
lands in SpecCP), in the case of a derivational tdsa specifier that is accomplished through the
PIC the specifier is still first created (cf. thisalission of (15)-(18) above). With the diachronic
loss of wh-movement, the specifier is never creaiéis means that the loss of wh-movement is
a stronger way of satisfying MAR than the PIC; #widance to create a specifier can then still
be the motivation for the loss of wh-movement iitespf the role of the PIC described above.

At any rate, languages do seem to vatlyarianding site of wh-movement (see sectiof? 5).

If this is indeed true, and if in some cases wh-emognt does target a phasal edge while in others
it does not, we may expect that the latter wouldnoee likely to be lost given that the PIC would
relieve the Spec pressure to some extent in tmeeiocase. While the prediction still remains to
be verified, it should be noted that some of treesavhere wh-movement got lost indeed seem to
have involved wh-movement of the latter kind. Thaislridge (2009, 2010, 2018) argues that this
was the case in Archaic Chinese and Old Japandsiée We cannot go into a detailed discussion
of the position of wh-phrases in Archaic Chinesd @&id Japanese here, the position of the wh-
phrases in (19) (wh-fronting was obligatory in AaaghChinese) rather clearly indicates that the
landing site of the wh-fronting is lower than ingfish, which is exactly what Aldridge argu®s.

(19) a. Gongsheiyu xiang i?
you who want appoint
‘Who do you want to appoint?’
b. Wo jiandhe qiu t?
I will what ask.for
‘What will | ask for?’ (Archaic Chise, Aldridge 2010:10)

and the head of a phase. The same elements afmiitcessible, it's just that the status of ofichese
elements has been changed derivationally from a &p& complement.

She argues SpeclP in this case becomes a wh/fositiop through Chomsky’s (2008) C-T inheritance.
26To mention just one case, while in many languagés facal particles wh-phrases move in front of the
focal particle, which means to the Spec of theigartYuan (2017) shows that in Kikuyu they movehe
complement of the focal particle (as a result ofchithey follow it; see also Tuller 1992 for releva
crosslinguistic variation within Chadic languages).

2’See Aldridge’s work for arguments that this is iediéhe case, in Archaic Chinese as well as Olchimga
Regarding the latter, while wh-phrases had to tetéd in Old Japanese, they were very often noisela
initial (note that Aldridge shows that it is noetbhase that only topics could precede fronted whgas in
Old Japanese). This is very different from Latmpe discussed below, where wh-phrases were tjypical
clause initial (see the data in Brown, Joseph Véatlace 2009, Danckaert 2012, Davin and Stephe®§,20
Ledgeway 2012, Spevak 2010).
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Also relevant is Romance. As noted above, Latinavasbligatory wh-fronting language. Modern
Romance languages, on the other hand, allow thenwhu option (Latin did not allow it at all),

in fact quite productively. As noted by Dadan (2))1Be option is actually on the rise in terms of
the frequency of occurrence. Thus, Coveney (198p)ia@tly argues that this is the case for
French. In fact, although French has more thanowee movement strategy, Coveney (1995) has
found that the wh-in-situ option is employed in gd0% of questions in the speech of Parisian
middle class (see also Lopes-Rossi 1996 for BeazHortuguese). The wh-in-situ option is even
more prevalent in child speech (in fact, even old@ldren, who have fully mastered the wh-
option, use wh-in-situ more frequently than wh-moeat, and crucially more frequently than
their parents, using it even in the contexts wihvnein-situ is not allowed in adult French, see
Zuckerman 2001, Oiry 2011). Based on all this, Da@®19) argues that we are witnessing here
a change in progress, with French being in thegg®of becoming a wh-in-situ language.

What is important for us is that Ledgeway (2012)gmsts that there was a change in the
landing site of wh-fronting from Latin to Modern Rance; in particular, the landing site of wh-
fronting in Latin was the highest clausal projecti@ee also Danckaert 2012), which is not the
case in Modern Romance, where Ledgeway (2012) asstinat wh-fronting lands in Rizzi’s
(1997) FocP. What this means is that in Latin, waming targeted a phasal projection, which is
not the case in Modern Romarféé® In fact, Danckaert (2012: 245-250) suggestslthtih was
a multiple wh-fronting language of Bulgarian typé. (14)), with fronted wh-phrases clustering
together in a superiority-obeying manner clausgsaily (cf. Rudin 1988 on two types of multiple
wh-fronting languages). In the literature on muéipvh-fronting, this is generally taken as a
diagnostic of wh-fronting to the highest clausaljpction (see e.g. Rudin 1988, BoSko2002a,
Richards 2001). This means that there was a chantie landing site of wh-fronting, from a
phasal to a non-phasal projection, before the dogwaént of wh-in-situ in Romance.

At any rate, while it is impossible to be conclsiw this respect, there is suggestive
evidence (especially from (Archaic) Chinese andijOhpanese) that wh-fronting is indeed more
likely to be lost if it targets a non-phasal prajec, which can be captured under the suggestion

28 Rizzi (1997) proposes splitting the traditional @ the projections shown in (i) (all these pobdiens
dominate IP under Rizzi's proposal)
(|) [ForceP[TopP [FocP [TopP [FinP
Adapting Rizzi’'s split CP structure (developed rhosh the basis of Italian), where ForceP, not FasP
the highest clausal projection, to Chomsky’s (2@)1) phasal system or the contextual, the highest
phrase-in-the-clause-is-a-phase system (e.g. BaSR64, 2015, Wurmbrand 2013), FocP would not be
a phasal projection in either of these approaahghases (ForceP would be). In fact, | am not awére
any approach to phases where that would be the Magethat more generally, Ledgeway (2012) suggest
that Latin did not have split (or fully split) C®hich modern Romance languages do have (for indkgren
evidence that there is crosslinguistic variatiothis respect, see e.g. BoSko2016a, Erlewine 2016; note
that Rizzi 1997 himself suggests that CP is noagsasplit, in fact even within a single language] that
the works assuming split CP for particular langgaague that there can be variation in the lanslitegof
wh-movement across languages even within splitsSé@ e.g. Haegeman 2000 and Roberts 2004).
29 Note also that in Spanish (which is also develgpih-in-situ), a traditional complementizer carfant
precede a fronted wh-phrase (see e.g. Uriagere®@, Fzzi 2001, Villa-Garcia 2015), as illustrated
(), which confirms that the wh-fronting here doest target the highest clausal projection (see also
BosSkovic 2002a, Reglero 2007, Reglero and Ticio 2013, Rigde Silva and Grolla 2016, among others,
for arguments that wh-in-situ in modern Romancegages is true wh-in-situ; it should not be analyze
as involving wh-movement that is followed by remhfranting).
(i) Julio pregunté que qué ibamos a comprar t

Julio asked that what (we) were.goinbuy
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made in this section since the PIC would relieve $ipec pressure at least to some extent with
phasal Specs, as discussed ali8ve.

Another issue is potentially relevant here. RiZ897) suggests that even in languages
where wh-movement targets FocP, a non-phasal piajeas discussed above, wh-movement in
relative clauses still targets the highest phraspliit CP (his ForceP, see fn 28), which is a phas
projection (see fn 28) . Interestingly, it appetrat wh-movement is harder to lose in relative
clauses; thus, modern Romance languages stillreegun relative clauses; in fact, even Chinese
still has wh-movement in relative clauses (seelduging 1982). This could be another case where
a phasal Spec is more resistant to a loss tham-@masal Spec, though obviously a much more
careful investigation is needed before this coriclusan be endorséd.

Another point is worth noting here. One of the tena the minimalist program is that
language (i.e. Universal Grammar) is characterlaedptimal, computationally efficient design.
Phases and multiple spell-out are taken to cortibuthe efficient design, i.e. they are efficient
design mechanisms. Early research within the gémerparadigm has already noticed that
syntactic dependencies can span only a limited amolstructure. In the current theory, the
locality of syntactic dependencies is treated imteof phases, the goal being to have an optimal
and efficient computational system. The phase theoombined with multiple spell-out,
accomplishes this by limiting the number of syntacbjects/the amount of syntactic structure
that the derivation is working on, where this ihiaged by transferring parts of syntactic structure
to the interfaces during the derivation, the trarsfd parts not being accessible for further
syntactic operations (see Uriagereka 1999). Plaetesmine the transfer points, the PIC playing
a crucial role here.

Phases and multiple spell-out not only limit theocammt of structure that the derivation is
working on, but they also maximize the MAR effegighiminating Specs (by changing their status,
as discussed above). From this perspective, the ploasal points we have, the better (for both
concerns under consideration). There are a nunflbfferent approaches to phases; | will leave
it to the reader to compare them from the perspedtf these concerns (see e.g. Chomsky 2000,
2001, Boskoui 2014, Epstein and Seely 2002, and Midiller 2010).

The above approach to the PIC also has a beaririigeoproper formulation of the PIC.
Following the original multiple-spell out proposal Uriagereka (1999), BoSkav(2015) argues
for an approach to the PIC where both the Spedl@domplement of phase XP are accessible
from the outside (though nothing that is domindigdhese elements is). This conception of the
PIC would not follow from the maximize-asymmetrypapach to the PIC: complements do not
raise a problem for the asymmetry of syntax; furtiere, this approach does not sever the Spec
from the rest of the structure, by placing it inliferent domain. As a result, if the maximize-
asymmetry approach to the PIC is on the right trédod conception of the PIC where only the
Spec is accessible from the outside is to be peder

The above discussion has thus unified the diacbitenidency to lose Specs, the avoidance
of Specs in language acquisition, the LCA, andRIhe: all of these are there because of the
asymmetric nature of syntax. Superficially, we dealing with very different mechanisms but
abstractly they all have something in common, ngnWAR. The diachronic loss of specifiers
(which is essentially reflected in language acdgiois), the LCA, and the PIC are all different
strategies for dealing with a symmetric mergeratian: with the first one, one of the relevant
elements is lost, with the second one, movemeanefof the elements is forced, and the third one
changes the status of one of the relevant elemertssially, they all target and change a

30 All this may also be expected to have a reflelaiguage acquisition, an issue which will haveedetft
for future research.

311t is also possible that a non-syntactic issuenealg the creation of a predicate for the ‘headthuf
relative clause, is involved in the case of remtilauses.
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symmetric merger situation. We have also seenthiaatoringing the PIC into the diachronic loss
of specifiers makes a prediction that non-phasatifiprs may be more likely to get lost than
phasal specifiers. The current discussion alsachasequences for the PIC and phases: it favors
one particular approach to the PIC and favors agbres to phases that maximize phasal points.
(Recall that MAR also favors a particular way opiementing Case licensing.)

4. Bare Phrase Structure

In this section | will discuss basic structure dinp from the perspective of MAR. We have seen
in section 1 that the notion of the head of a phreself reflects the spirit of MAR. In this seatio
we will see that the MAR perspective also providesargument for Chomsky’s (1995) conception
of Bare Phrase Structure (BPS), which also favarser GB-style structure building. (Recall also
that the MAR perspective explains the rarity of tiplé Spec constructions, which BPS otherwise
freely allows.)

Chomsky (1995) proposes a relational definitio®pécs and complements where the first
element merged with a head is a complement, evagytblse is a Spec. This in itself favors
complements over Specs (capturing the MAR intujtiam fact, there cannot be a Spec unless
there is a complement. GB structure building wadike that, it was perfectly fine to have a Spec
without a complement, as in (20) (under the Predit@ernal Subject hypothesis).

(20) VP
I
those women V'
I
V
work

This is not possible in BPS. Attempting somethifithes sort would only give us a structure that
is appropriate for an ergative verb, where the aojgiment is base-generated as an object, i.e. a
complement (see (21), where VP is used for easgpaisition; the same holds for the bar-level in
(22)). The reason for this is simple: there carret Spec unless there is a complement in BPS,
which, as noted above, captures the MAR intuitigridworing complements.

1) VP
arK\those women

In fact, this is what gave rise to vP as a progecthat introduces the external argument: if the
external argument is going to be a Spec, the heaidittroduces it must take a complement,
otherwise it could not take a Spec (VP is thenglesisentially due to MAR concerns).

(22) VP
/ \
ZP v

=~

those women
\Y} VP

viwork N\
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The intuition behind all of this is that Specs areated when there is no more space within a
phrase, they are sort of last resort in structurkeimg: first comes the complement, whose merger
into the structure is asymmetric; if needed, wa thet a Spec. The “last resort” character of Specs
(they are there only when there is no more spatleirwa phrase) was not present in the GB
structure building, which does not favor complersemter Specs; hence, to the extent that it is
real, MAR can be taken to favor BPS.

To complete the discussion of base argument steibtuilding, compare simple transitive
and ditransitive constructions in (23)-(24) (wherdy the traditional VP structure is presented,
before any verb movement).

(23) [bought a book]
(24) [Mary give a book]

A single internal argument can be merged as a cammgit & bookin (23)); this is not possible
with the second internal argument in (2M)afy), where creation of a specifier is then forced by
semantic reasons (the creation of the Spec intf@&h) does not violate the MAR preference). As
noted above, under standard assumptions, extergaiants are Specs, but in that case the
creation of a Spec is also unavoidable, given thatrelevant head, v, also needs to take a
complement.

A number of things then get unified from the MABrgpective: the diachronic loss of Specs
and their avoidance in language acquisition, théd | the Phase Impenetrability Condition, and
the no-Spec-without-complement aspect of Bare Bh&ricture (regarding structure building,
the latter is in fact brought together with theiootof the head of a phrase and the rarity of
multiple-Spec construction$j.We have seen that the Bare Phrase Structure systémfact
characterized by an avoid-a-Spec-if-you-can prgperhich is exactly the spirit of MAR, in fact
MAR as a preference principle, as argued here.

5. On intermediate movement effects

321t is worth noting that there is an aspect of Chkys (2013) labeling framework (see fn 21) thatgo
against the spirit of MAR. We have seen in secfiatmat the notion of the head of a phrase expresses
MAR—it is inherently asymmetric in that it makeseoslement in a phrase, or one element in any merger
more important than the other(s). While in BPSsaillicture building is asymmetric in that one eletiien

a merger always projects (labeling the resultimgcstire, thus functioning as the head of the ragult
structure) this is not the case in Chomsky (20E3j., in (i), whenMary and IP merge what labels the
resulting structure in Chomsky (2013) is prominéatures they share, namejpyfeatures. The two
elements thus contribute equally to the structuitdimg here. Similarly, the merger whatand the CP in

(i) (I wonder what she boughs labeled by the shared feature, Q, with theelements again contributing
equally to structure building. This is all in caast to the BPS system, where only one elementgisoje
each merger, labeling the resulting structure.

() [<¢, 9> [opMary] [ie left]]

(i) ....[<Q,Q> ppwhat] [cr she bought]]

The structures in (i) and (i) raise questions,,algere is the issue of howps ¢> in (i) is interpreted in the
semantics (note that Chomsky 2013 actually archegstihe semantics, not syntax, needs labels. The sa
issue may arise with object shift, since when dbpift takes place, the resulting structure would
presumably be also labeled as, §>). Putting these issues aside (it is worth nokiage that the works in
the labeling framework often adopt traditional lstdée IP and CP for (i)/(ii) for ease of expositi though
the issue is whether this is really just for expargi reasons), the point made here is that the 8RSture
building is more in line with MAR than structureilaing in the labeling framework, so MAR can actyal
be taken to favor the BPS system over both GB streduilding and the labeling-framework structure
building, though for different reasons.
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This section is somewhat speculative and open efitdagbal is to note one particular consequence
of the above discussion, i.e. MAR, which due togbepe of this work (as well as the controversial
nature of the issues under discussion) cannotdoeised in any real detail here.

5. 1. Intermediate steps of movement

Above, we have seen that there is a deep disliksgdecifiers. What is behind it is the general
preference for asymmetric relations. In light o tbove discussion, where we have seen that
there is a tendency to lose specifiers diachrolyieald change their status derivationally due to
the preference for asymmetric relations, we wowtdaxpect to have free, superfluous specifiers.
As noted above, the existence of Specs is relatétetbroader question why we have movement
in the first place (Chomsky’s 2000 answer is th# is due to the needs of the external systems);
most of the time they are used to express variensatic and pragmatic notions (see also fn 16).
There can also be prosodic reasons for them,@gugport an enclitic head. But there are other
considerations too. Consider successive-cyclic m@vrg, in particular, consider (25), focusing on
one intermediate step, namely, movement to them#diate SpecCP.

(25) Which book do you think fhat John bought]?

Whenwhich bookmoves to merge to the position indicatedt liry (25) we get a merger of two
phrases. In this case, there are no non-syntadgons of the kind discussed above that would
motivate creating the dispreferred phrase-phraggeneThe reason why the spec in question is
created is syntactic, namely due to syntactic ltcabince CP is a phasehich bookwould not

be able to move out of the CP without moving thioitg edge’® The Maximize Asymmetric
Relations (MAR) is a preference principle, it syat such relations should be maximized as much
as possible—here it is simply not possible. Untexapproach, we would then expect successive-
cyclic movement to occur only when it is really assary, namely, when it is forced by the PIC,
which means that successive-cyclic movement shaalceed only through phasal edges. In other
words, there should be no free successive-cyclicement. For arguments that this is indeed the
case, the reader is referred to Kang (2014). Tisaipo will not be defended here, the issue is too
controversial and involves a number of constructieanything even remotely approaching a
conclusive discussion of the issue would go wayohdythe scope of this paper, whose goal
regarding this particular issue is simply to pant one consequence of MAR and, additionally,
to discuss a case (referred to below ashe lefteffect) that was not considered before from this
perspective. Regarding arguments for potential $tezessive-cyclic movement (i.e. successive-
cyclic movement that does not proceed via phasggé®dn the literature, such arguments should
either be reanalyzed in a way that does not invelweessive-cyclic movement, as is done for a
number of such cases in Epstein and Seely (20@8)20r there should be more phasal boundaries
than is standardly assumed so that the movemenqtsestion actually target phasal edges (in this
respect, see e.g., the claim from Boskq2014, 2015) and Wurmbrand (2013) that the highest
clausal projection is a phase, which means that &g that are not dominated by CP, as in the
case of raising and ECM infinitives (under standasslumptions), are phases; note also that under
BosSkovi's 2014 approach to phases, on which all lexicadseproject phasal domains, even
passive and ergative verbs, as well as nouns, gitepts, and adjectives, project phasal domains).
At any rate, given that intermediate movements Ivevgreation of specifiers, given the above
discussion we would expect that there would beup@sluous intermediate movement stéps.

33 Given that what is sent to spell-out is no longecessible to syntactic computation, a moving efeme
needs to move to the phasal edge, and out of heapbomplement before the complement is senteib sp
put. Successive-cyclic movement then must targasglhedges.

34 Superfluous here should be taken rather broadladi the discussion we are about to get intociaigis
that ‘superfluous’ should not be only defined irme of phases.
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This may also help us address thieo lefteffect (and more generally, Boské&'si 2008b
claim that feature-checking movement cannot feeathen feature-checking movement)—Ilocal
subject questions of this sort in fact providetaeadramatic illustration of the ban on superflsiou
intermediate steps, which goes beyond phasal ceraidns. Consider the following paradigm
(for discussion of the paradigm see Boskd&®016a, Messick 2020 and references therein).

(26) Who left?
(27) a. *Who bought what the hell?
b. What the hell did John buy?
c. Who the hell bought that house?
(28) Who loves everyone? (who>everyone; *eveeyavho)
(29) Someone loves everyone. (someone >evergyeeyone>someone)
(30) Someone bought a car. Who?

Questions like (26) are sometimes assumed nowtvie wh-movement at all (see e.g. Carstens,
Hornstein, and Seely 2016, Chomsky 1986). Therbdsjever, evidence that the wh-phrase in
(26) does not remain in SpeclP. Very briefly, if ta&e (27a-b) to indicate thdte hellcan only
modify wh-phrases in SpecCP, (27c) provides evidghatwhoin (26) does not stay in SpeclP
(see Ginzburg and Sag 2000; Pesetsky and Torre@b).Z2Burthermoregveryonecan take scope
over the subject in (29) but not in (28). This reexpected if the subject in (28) could stay in
SpeclP (see Mizuguchi 2014). Finally, if sluicimyolves wh-movement followed by IP deletion,
as is standardly assumed, the wh-phrase in (30)otdre located in SpeclP (see Agbayani 2000,
Messick 2020; the latter also shows that (30) isancase of pseudoslucing, i.e. ellipsis of an
underlying cleft). (27)-(30) thus provide evideribatwhodoes not stay in SpeclP in (26).
Furthermore, in a number of languages that alloth tiee SV and the VS order, where in
the latter the subject does not move to SpeclRwtberders are associated with different subject-
agreement morphology. What we getnho leftin such languages is the morphology associated
with the VS order (e.g in some dialects of Italiai)is indicates not only that the subject in sabje
guestions does not remain in SpeclP, but that whement to SpecCP cannot even proceed
through SpeclP, otherwise we would get the morgioblssociated with the SV word order. The
same point can be made regarding languages wheresttal subject agreement morphology that
is associated with subjects being in SpeclP hbs ttropped invho left(e.g. Kinande, Kaqgchikel).
Consider also British Englisto-ellipsis, wherelo co-occurs with a modal. It has been noted
that A-movement out of do-llipsis site is allowed, while A’-movement is nas (31) shows
(e.g. Baltin 2007, Haddican 2007, BosSko2014, den Dikken and Griffiths 2018, Messick 2020)

(31) a. John might seem to enjoy that, and; Patght (do)-seem-te-enjoy-that too.
b. I know whpJohn will kiss and who Pete will (*de)-kiss t

Importantly, such ellipsis is also disallowed wstlibject questions (see den Dikken and Griffiths
2018, Messick 2020): if wh-movement in subject dgoes were to proceed via SpeclP, (32b)
would involve only A-movement out afo-ellipsis, just like (31a), hence would be expedied
pattern with (31a) rather than (31b).

(32) A: Sue wouldn't kiss Peter last night
B: Well, whewould (*do)-t-kiss-him (den Dikken and Griffiths 2018)

Another, new, argument to this effect concernsst@k-known fact (see e.g. Bresnan 1971, Selkirk
1972, Kaisse 1983) that auxiliary contraction i$ passible when the auxiliary is followed by a
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wh-trace (in work in preparation | show that thidds when the auxiliary and the wh-trace are
located in the same phase).

(33) a. | know wherelohn is it(tonight).
b. *I know wherglohn'’s t (tonight).

The fact that auxiliary contraction is allowed 84 then indicates that wh-movement in (34) does
not proceed via SpeclP, leaving a wh-trace in ploattion>®

(34) Who's leaving tonight?

The following West Ulster English (WUE) data, notegl McCloskey (2000), provide a rather
strong confirmation that local subject questionsxdbinvolve wh-movement via SpeclP.

(35) Whowas arrested all in Duke Street?
(36) *Theywere arrested all last night.
(37) Whatdid he say allithat he wanted?

In contrast to Standard English, WUE allows qu#entifQ)-float under wh-movement, as shown
by (37); such Q-float is also possible in (35)lIFtist like standard English, WUE disallows (36).
(36) indicates that a subject in SpeclP cannott floguantifier in the postverbal position in
passives. This rules out the derivation whehein (35) moves to SpecCP via SpeclP. If that were
the case, the quantifier in (35) would be floateder movement to SpeclP, which (36) shows is
not possible. (This also rules out the derivatidrerewho in (35) stays in SpeclP). These data
then provide evidence thatho does not even pass through SpeclP in (26), wkiah fact what
McCloskey (2000) concludes. How com&?

Rizzi (2006) argues that SpeclP is actually agat position (like e.g. Spec of +whC, Spec
of FocP...); what this means is that movement togbmstion (i.e. being in this position) leads to
a certain interpretation (the same has been arfguedject shift, see e.g. Diesing 1996)Under
this approach, non-syntactic reasons are themdat partially) behind creation of SpeclP, which
would in essence mean that this movement is natdgkace for a strictly formal reasdBut this
non-formal, interpretation-related reason, whi¢dell with the above discussion regarding why
we have movement, could apply only if the elemeanttually stays (and is interpreted) in that
position; if the element has to move away for otfle@sons, this non-syntactic reason would not
apply. Given that IP that is dominated by CP is ag@hase, phases/PIC would also not require

*t is occasionally suggested that subject questxagptionally do not involve inversion due to thek

of do-support. The conclusion is erroneodis:support is a last resort mechanism that take® ptasupport

a stranded tense affix when a phonologically redliglement intervenes between the affix and the (aar
account that goes back to Chomsky 1957, see alsuk 4995b, Halle and Marantz 1993, Bobaljik 1995,
among many others). There is no phonologicallyizedlintervener inNWho walked(cf. Who CH (ed)
walk; where C+T indicates T-to-C movement), just asdviary walked(cf. Mary T(ed) walk), and in
contrast tdVhat did Mary buycf. What CH (ed) Mary buy). Only the last case then triggelasupport.

% The question is particularly interesting in ligiftthe fact that English is not a pro-drop languagd
requires SV word order, which is standardly takerindicate that English requires filling the SpeclP
position, the standard assumption being that shisformal requirement.

371 refer the reader to Rizzi (2006) for discussafrthe Subject Criterion, i.e. the interpretatibtt is
associated with the position in question (including status of traditional expletives under thiprapch,
though see Moro 1997 for a semantically-contergfatent approach to expletives). Rizzi in fact eby
considers the traditional EPP to be a manifestaifahe Subject Criterion, comparing it in thispest to
the situation found with e.g. TopP and FocP.
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movement to that position. Given that intermedratevements take place only when forced by
phase/PIC reasons, then movement to SpecCP woud@o proceed via SpeclP, which captures
thewho lefteffect. The reason why there is no movement thrdsigecIP invho leftis then the
same ashe reason why specifiers are lost diachronicalhg in fact, more abstractly, it is the
same reason as the one behind the LCA and theNPAR, or the general asymmetric nature of
language, which disfavors Specs.

There is actually a more general freezing effesbaiated with criterial positions in Rizzi's
sense: as discussed in Rizzi (2006), once XP mimvacriterial position, it gets frozen there—
movement from a criterial to a criterial positi@mot possible. BoSka¥(2008b) generalizes this
effect formally in terms of feature checking, wherdeature-checking movement cannot feed
another feature-checking movement. It should, h@wndve noted that the above discussion most
naturally fits with Chomsky’s (2008) position redarg movement to criterial positions: Chomsky
(2008) suggests that such movement is not fornfady feature-checking) driven, what licenses
movement to positions like SpecTopP, SpecFocP.. what in effect then licenses Spec creation
in such cases, is getting a certain interpretatdmch fits well with the above discussion regagdin
“licensing” of specifiers’® The more general criterial freezing effect camtibe captured as
discussed above: if simply moves through a criterial position X onway to a higher criterial
position, the interpretation associated with it Vaddoe lost, since would not be interpreted in that
(X) position (any kind of forced reconstruction viduaise the same problem regarding the higher
criterial position)°

In conclusion, given that intermediate movement®live Spec creation, given MAR, we
would expect that there would be no superfluousrmediate movement steps. Wieo lefteffect
represents a rather dramatic confirmation of thredrasuperfluous intermediate steps. Given that
intermediate movement (to SpeclP here) is bannet av this case, it appears that the null
hypothesis should indeed be that intermediate mewésitake place only through phasal edges
(i.e. when they are forced by phases/PIC), whitéesaa number of interesting issues that were
noted in the beginning of this section. The abogeussion (i.e. thevho lefteffect) has also

38 |n this respect, the reader is referred to theudision of Turkish in Sener (2010), who arguesToakish
has fully transparent syntax-semantics mappinganall movements in Turkish are interpretationseini

i.e. he argues there are no purely formal drivemaments in Turkish in the sense that the movementav
not be required to get a particular semantic im&tgpion (a proviso needs to be added here foressoce-
cyclic movement via phasal edges, discussed infdlh@wing section). This is a very interesting and
intriguing conclusion, which would make Turkish getfect” language in the relevant respect, but twvhic
also raises the question why is it that all langsagre not like Turkish? To illustrate, while thare clear
cases where head-movement has semantic effectsD@amy 2018, Lambova 2004, Roberts 1991,
Gribanova 201;7this means that head-movement cannot be simplyeplisito PF; another reason is that
head-movement affects phasal domains for syntamtieement, see BoSkavR013, 2015, den Dikken
2007, Gallego and Uriagereka 200V)o-T movement, present in many languages (buimdurkish),
does not ever seem to have it. Another case imdapastyle long-distance scrambling, which is atmos
fully devoid of semantic effects (see Saito 198392 this has actually led to treating Japanede-sty
scrambling as not involving movement at all, sge BoSkove and Takahashi 1998).

39 Additional assumptions are needed if the movemiargsiestion are treated in terms of feature chregki
(hence driven by a formal requirement) since aufeatan be checked on the way to a higher position.
Boskovic (2008a), who gives such a formally-driven movemamalysis, in fact adopts an additional
assumption, in terms of Chomsky’s (2000, 2001) v&tton Condition, where movementeto a criterial
position deactivates for further movement. As discussed below, anoitere arises under the formally-
driven movement approach if movement to e.g. Spe€Tie taken to be driven by a requirement for Top
to have a Spec. Given MAR, it would be strangeaweeha formal requirement that would be directly in
conflict with MAR in this manner, as discussed iarendetail below.
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provided evidence against the traditional viewh&f EPP effect as a formal requirement to fill a
particular Spec position, namely SpeclP. | will ea$ this issue more in the following section.

5.2. More on the EPP and MAR

In this section | will address the EPP effect frira perspective of MAR, also generalizing the
discussion to the broader issue of what drives mave. (I will not be able to provide a
comprehensive discussion of the EPP effect, | mkely point out the relevance of the above
discussion for it. Furthermore, since | will notdencerned here with the question of whether the
traditional IP should be split (and how it shoukltbeated), | will interchangeably use the terms
I(nfl) and T(ense) for the head associated withERe effect, depending on what the accounts
discussed below assume in this respect. No deapeficance should be attached to this.)

There are two broad approaches to the traditi6R& effect (which is the requirement to fill
the SpeclP position) that | will be concerned witlre: (a) movement to SpeclP is driven by an
inadequacy of the target (1), which requires a Sfldcthe movement is triggered by a problem in
the structure prior to the movement to SpeclP aijgroblem which arises whevois located in
its base-generated position (SpecvP in (26) (sgeBaskoveé 2007, Epstein and Seely 2006,
Chomsky 2013). We have seen that SpeclP is ndiezt in (26); this provides evidence against
(a), i.e. against an approach to the traditiondP EEffect that would simply require creation of
SpeclP for formal reasons—that position is simpy ereated in (26}° On the other hand, such
constructions can be captured under approacheg #terlines of (b), where the traditional EPP
effect is tied to the moving element itself, sisteh approaches do not per se require SpeclP to
be filled. Thus, there are Case-driven approachéiset traditional EPP effect; e.g., in BoSkovi
(2007) the Case requirement is formulated in suslaythat a nominative DP simply needs to c-
command Infl for its Case to be licensed (i.e. B must be a probe héte it undergoes the
shortest movement possible to achieve this (duthéomore general economy of derivation
requirement that every requirement be satisfiedutdn the shortest movement possible). In (26),
who independently needs to move to SpecCP: sinceisnptisitionwho also c-commands Infl,
there is then no need to move to SpeclP at allqutids approach to the EPP effect), hence such
movement is then not allowed, given the above dision?*? As pointed out by Messick (2020),
the same actually holds under Chomsky’s (2013)liladpepproach to the EPP effect, which is
abstractly similar to Bosko#s: it is something about the base-generated jposaf the subject
that forces its movement—as in BoSko(2007), in Chomsky (2013) there is no requiremntent

40 Chomsky (2008) proposes an account that relies\arsion of the traditional EPP along the linegadf
where there is still no movement from SpeclP toc§pein (26). In particular, he proposes a parallel
movement account on whiettho moves in parallel from SpecvP to SpeclP and framc8P to SpecCP.
While this account could handle (35)-(36) if welams that the latter movement suffices to licendeogx-
here (see Hiraiwa 2005), it still faces a probleithwanguages that have different morphology depend
on whether or not subject moves to SpeclP in nastipns, where (26) shows the latter morphologys Th
is surprising since under the parallel movemenoaetthere can be movement to SpeclP in the cquanter
of (26) in such languages.

“1For independent evidence for this approach to GaseVilla-Garcia (2015), StjepanéyR011), Saito
(2016), Aldridge (2018), Dadan (in press), amorwerg. Particularly strong are the arguments giyen b
Villa-Garcia, who gives examples where a DP thdiase-generated in the left periphery does not get
default case but it gets its case from lower ddgince the relevant functional head does not c-camima
the DP at any point of the derivation, Villa-Garciancludes that it must be the case that the DBegro
down to be Case-licensed, as in BoSk®{2007) approach

42Since we are dealing here with a matrix questiohiclv in English involves Infl-to-C movement
(inversion), Infl would actually move to C; howeyeuch movement would not take place if (26) is
embedded under a verb likgk since inversion does not take place in indireesgjons.
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create SpeclP. The independently required movewpfethie subject to SpecCP in (26) resolves
the issue in question, so that there is no neethtlement to SpeclP, i.e. to create SpégIP.

Even putting aside the issue that (26) raisethtraditional EPP approach, which requires
filled SpeclP, there is a more serious conceptgla here, raised by MAR. Given MAR, which
disfavors Specs, it would be rather strange to l@eendition which requires a Spec, which is
exactly what the traditional EPP is.

The issue is in fact more general, it goes beybedraditional EPP—it concerns the more
general question of whether movement is driven lpyaperty of the moving element or by a
property of the targét: In Boskovt (2007), movement in general is in fact never dribg an
inadequacy of the target, but by an inadequackefioving elemerff Consider e.g. successive-
cyclic movement. The crucial ingredients of BoSkts/account of successive-cyclic movement
are that there is no feature-checking/agreemetitanntermediate positions of successive-cyclic
movement (thus, there is no feature-checking betvilee wh-phrase and the complementizat
in the embedded clause of (25); the movement tetigedded SpecCP actually has nothing to do
with the complementizahat) and that for each step of successive-cyclic movenieractany
movement, it is something about the base positidheomovement that drives®,n a sense that
something would go wrong in the base position efrtitovement if it does not take place—there is
nothing about the final target, or anything in tiigher structure, that motivates it in this sense
(thus, if the wh-phrase does not move from the eldeed SpecCP in (25), a problem will arise in
exactly this part of the structure; nothing woutdvgrong anywhere else). Note that all these are
also the crucial ingredients of Chomsky’s (2018atment of successive-cyclic wh-movement.

An alternative to the moving element driven movetrie a system like Chomsky (2000,
2001). In Chomsky (2000, 2001), X and Y underg@gree relation in (38), with X probing Y to
value its unvalued F feature. X may or not have ER® property, which is simply a formal
requirement to have a Sp¥df it has it, the Agree relation is followed by mement of Y to
SpecXP.

(38) X Y
unF val F
(EPP-1 need a Spec)

Now, consider the nature of movement driven byaperty of the target vs movement driven by
a property of the moving element. In the former,vemaent is driven directly by a formal

43Chomsky (2015) proposes a different labeling actofithe EPP, where SpecTP always needs to be there
(hence thavho leftproblem still arises) though there is no explieguirement to this effect. | will discuss

it below.

44 There are also approaches that allow both, se@k _¢k995a) and Zyman (2018). See also Nunes (2014,
2019) for an approach that combines Bo3kq2007) (where movement is moving-element drivarg a
Chomsky (2000) (where movement is target-drivend iway that would still allow us to maintain the
conclusions reached below; in particular, Nunesuesgthat in some cases the property that drives
movement (an uninterpretable feature (uK) for BesKooriginates on the phase head but is passed on to
the moving element, so that it is still a uK of theving element that drives the movement.

“SBoskovit (2007, 2011b) discusses cases which are argyatae support for the base rather than the
target driven movement, like quantifier raisingh€fe is nothing about the target of QR that woaltflire

it, i.e. nothing would go wrong with the target@R if QR does not take place; it is the moving adatn
that needs it.) Another argument to this effecardog obligatory wh-fronting is given later ingrgection.

46 The base position here does not refer to the heserated position of the moving element, but dile t

of any movement step.

4The requirement is more general than the traditisR@—it is applicable to all heads, not just I(ifi.is
basically the counterpart of the strength propeftghomsky 1993.)
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requirement to create a Spec. This is not the witbethe latter: it is not the case that a moving
element has a direct requirement to be a Spec, $atisfying the relevant requirement will force
movement, which will end up creating a Spec—bus thiso only indirectly, there is no direct
requirement to create a Spec.

For the sake of concreteness, consider in thgerssuccessive-cyclic movement in (39),
which for ease of exposition shows only one stepumitessive-cyclic movementi\t'Under a
moving element driven approach like BosSkoy2007),which bookmoves to the edge of the
embedded clause to escape being sent to spelhawement is not driven by a property of the
target headhat On the other hand, consider a purely target-drajgproach like Chomsky (2000,
2001): therethatis optionally given the property I-need-a-Spedriwe movement to the Spec of
that (with the further proviso thahat can be given the I-need-a-Spec property only vihenis
needed to make successive-cyclic movement possilglear instance of look ahead).

(39) Which bookdo you think [t that John bought]®

It should be obvious from the above that the mowlegnent driven system conforms better with
the spirit of MAR than the target-driven system,jehhrelies on a requirement to have a Spec, in
a direct conflict with MAR (if a head which takescamplement, and the relevant head always
does in the BPS system (see section 4)), has andfpRement, the requirement directly forces
merger with a phrase, i.e. a phrase-phrase meigesjher words, it would be strange to have a
formal requirement that would be directly in cociflivith MAR in this manner (to put it more
bluntly, to require specifiers, in fact all oveethplace, as in Chomsky’s 2000, 2001 target-driven
system, would be rather strange in a system wigalyrdislikes Specs).

In this respect, it is worth noting here Chomski2815) approach to the traditional EPP,
briefly noted in fn 43where the traditional EPP effect is tied to an awhcy of the target but is
stated differently, without an explicit requiremeattake a Spec. The account actually ties the
traditional EPP effect to the head-complement i@tatin Chomsky's (2013, 2015) labeling
system, when a head and a phrase merge the hgacdtgrtabeling the resulting object. However,
Chomsky (2015) suggests that T is too weak to lébelf (this is a departure from Chomsky
2013), this is why another merger with the objéet is created by the T-complement merger is
needed. In this account, there is actually no reguent to have a Spec (i.e. for T to have a Spec).
The movement in question in fact takes place i@agon related to the head-complement merger,
because something goes wrong with that mergertheravords, we appear to have here target-
driven movement that is dissociated from a dirgocSrequirement. However, it turns out that
even this approach is actually in a rather direnflect with the spirit of MAR. What MAR actually
disprefers is a merger of two phrases. Considerthewelevant structure with respect to T. At the
relevant point of the derivation, T already ha®mplement, which means that we have a phrase.
Similarly to Chomsky’s (2000, 2001) target-drivdmeed-a-Spec approach to movement in
general, what we then have here in Chomsky’'s (2@&Ejet-requirement approach to the
traditional EPP, where T does not explicitly reguar Spec, is a phrase which at this point of the
derivation directly requires another merger—in otWwerds, we have a direct requirement for a
phrase-phrase merger.

The upshot of the above discussion is that tadtgeen approaches to movement generally
rely on requirements that are in a direct confith MAR. This is not the case with moving-
element driven approaches (or approaches that tdeeqaire a formal reason for movement).
There, there is either no conflict, or only an nedi conflict, hence these approaches conform
better with the spirit of MAR. The traditional ER&quirement to have SpeclP is in most direct
conflict with MAR. In fact, we have seen above #hea serious empirical problem with the
traditional EPP, a context where SpeclP is quearty not there, which we have suggested in fact
arises due to MAR-related reasons. This is noayaisat EPP effects do not exist at all—the point
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of the above discussion is that an approach trduas EPP effects in a way that avoids a direct
conflict with MAR would be preferable both concegity (because of MAR) and empirically (to
give us a shot at capturing tiwho lefteffect, i.e. the lack of SpeclIP in such constaret)?®

Before closing this section, recall tlzatpriefly noted in section 3, languages with cibgy
wh-fronting, i.e. languages that must move at lesst wh-phrase, differ regarding the exact
landing site of wh-fronting (see e.qg. Aldridge 202018, BoSkovi 2002a, Horvath 1995, Roberts
2004 (within split CP), Tuller 1992, Yuan 2017)s#ems that this variation in the landing site of
wh-fronting is easier to accommodate in an appreguotre the driving force of wh-fronting is in
the wh-phrases themselves, than in an approachewherdriving force is in the target head. In
fact, there are languages that appear to simplyire@ll wh-phrases to move where they quite
clearly do not all move to the same position evéhiw a single language (see BoSko2002a
and references therein), which seems to indicatiethiey are uninterpretable in situ (and crucially
not simply interpretable in a single unique posijiavhich fits better with moving-element rather
than target-driven systenisee also Watanabe 2002 for a case where the tikeahoving wh-
phrase (which drives wh-movement in the moving-@etydriven system), is morphologically
realized, with the loss of this morphological reation leading to the loss of wh-fronting).

At any rate, in addition to having consequencestfetbroader issues regarding the driving

force of movement (and EPP effects), the discusséation 5 has unified theho lefteffect with
other phenomena and mechanisms that were previongigd from the MAR perspective.

6. Conclusion

6.1. MAR and its consequences

Kayne’s (1994) seminal work has established theomapmce of asymmetric relations in the
domain of word order. This paper has expanded ¢imeath of asymmetricity with a number of
phenomena that are independent of word order, rga&irase for a Maximize Asymmetric
Relations preference (MAR) as a general propertyheflanguage faculty by showing that a
number of phenomena, which are independent of waddr, can be brought together under this
perspective (and thus unified with Kayne’s origimadrd-order related concern, i.e. the LCA).
These include the diachronic loss of specifiers aoidance of specifiers in language acquisition,
the Phase Impenetrability Condition, the rarityrafltiple Spec constructions (cf. e.g. the rarity of
the multiple wh-fronting strategy), the no-Spechaitit-complement aspect of Bare Phrase
Structure (which, under asymetricity, is unifiediwihe notion of the head of a phrase), and the
who lefteffect (where movement to SpecCP cannot procee8peclIP). What is behind all this is
the Maximize Asymmetric Relations (MAR) preferenaee consequence of which is that it favors
complements over specifiers, since specifiers etmerstructure through a symmetric phrase-
phrase merger, which is in conflict with MAR. Tlaspect of MAR provides a unified perspective
on superficially very different mechanisms. Thiig diachronic loss of specifiers, noted by Dadan
(2019), the LCA, and the Phase Impenetrability Guord are all different strategies for dealing
with a symmetric merger situation: with the firsieg one of the relevant elements is lost, with the
second one, movement of one of the elements isdoand the third one changes the status of one
of the relevant elements by making part of thecstme inaccessible. They thus all resolve
symmetric merger situations. The PIC can in fadbbk&ed at as a derivational (hence synchronic)
manifestation of the diachronic (and acquisitionas of specifiers: since the PIC changes the
status of a specifier derivationally, both the dianic loss of phrasal movement and the PIC

48 Needless to say, a number of issues were left apeve; the goal of the discussion was not to pieei
comprehensive account of traditional EPP effectsc@mprehensively compare existing accounts) but
simply to note a consequence of MAR in this respadtpoint out some of the ingredients that therexad
account should have (there is really no existirgpant that captures everything related to EPP &sifec

26



involve a loss of Sped8.Furthemore, we have seen that bringing the PiCtim diachronic loss
of specifiers makes a prediction that non-phasatisiprs would be more likely to get lost than
phasal specifiers.

MAR also has a number of theoretical consequemeéisat it favors certain mechanisms
and theoretical concepts over their alternativésisT MAR has relevance for the more general
issue of whether movement is target- or moving-el@ndriven. MAR favors the latter approaches
(or approaches where movement is not formally alivever the former approaches, which are
generally based on requirements that are in atdimdlict with MAR (this in fact holds for the
traditional EPP requirement). FL apparently reabes not like Specs. Given this, it would be
strange to have a pervasive requirement (in fholval the place) to take a Spec, as in Chomsky’s
(2000, 2001) target-driven system.

MAR also has consequences for structure builditg ffotion of the head of a phrase (or
any merger situation), which is inherently asymmetather directly reflects the spirit of MAR.
MAR also favors complements over specifiers becanseontrast to the latter, the former enter
the structure through an asymmetric (head-phrasejen. As a result, MAR favors BPS structure
building over GB structure building (for the latterason) as well as over the labeling framework
(for the former reason). MAR also favors asymmeaipproaches to Case-licensing (e.g. Case-
valuation over Case-checking). Regarding phasdaydtrs one particular approach to the Phase
Impenetrability Condition as well as approachegltases that maximize phasal points.

6.2. Broader issues
In this section, | will examine the relevance of tilbove discussion for more general issues within
a broader formalism vs functionalism setting.

As noted above, the reason for the existence dafifggrs is the same as the reason for the
existence of movement (if it does not involve adpion movement always creates a specifier)—
it concerns functional, or more broadly, non-sytitaconsiderations—to be able to express
notions that go beyond the basic argument struéhwaving a simple predicate with a single
internal argument as well as more complex semamitons involving issues like scopal
ambiguities, pragmatic notions like topic/focusnpiretation, specificity. (see also fn 16 other
words, they are needed to express various senmandipragmatic relations. A question that arises
now is to which extent have these notions led eodévelopment of formal requirements which
then drive movement? In other words, do the fumaticeasons in question directly motivate
movement, with movement being directly interpretatdriven, or are there formal requirements
that serve as intermediaries, leaving syntax itgek of semantic considerations of the kind
discussed above, with essentially one-way trafiic¢his respect? To make the question more
concrete: whem moves to e.g. SpecTopP and receives topic intatpye, does it move there in
order to receive such interpretation or there franal reason behind this movement, with
moving to satisfy this formal reason, as a resitlnich it ends up being interpreted as a topic.

The question may seem innocent in this particldaedthere does not seem to be much of
a difference between the two positions), but thistialways the case. Consider e.g. the different
behavior of Bulgarian and Japanese in multiple toes, where in Bulgarian all wh-phrases move
to the interrogative SpecCP while in Japanese éiflagmain in situ. There are various ways of
implementing this difference. However, without aglogg to formal properties that would cause
the difference, i.e. on the direct syntax-intergtieh mapping approach, we would be led to the
conclusion that Bulgarian and Japanese wh-phrasesubject to different interpretation, which

4% n this respect, note that successive-cyclic mam®nn a sense also involves a derivational losa of
Spec, due to its moving away aspect.

%0 There is a cartology vs mapping debate regardsgpdrse notions like topic and focus within forisal
approaches (see e.g. Rizzi 1997 and Neeleman andle/d&oot 2008; see also Lacerda in prep for a
comparison). | have stated the question under deredion in terms of the former for expository @as
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means they differ semantically (the gist here wdaddhat Bulgarian wh-phrases must function as
operators binding a variable; this would not be tase in Japanese, where wh-phrases are
interpretable in sitt}). This also means that on the direct syntax-imétgtion mapping approach,
Bulgarian and Japanese questions cannot havertrel$a?

The two cases just noted can thus be handled thremiger directly interpretation-driven
movement® or formal requirements as intermediaries (whichuldobe an indirect syntax-
semantics mapping approach), though with non-fridéferences in the semantics of
guestions/wh-phrases. There is, however, a caseewhe two can be teased apart, where
something formal must be involved: successive-cydovement via phasal edges.

Consider again the step of movement to the embeddade SpecCP in Bulgarian (£0).

(40) Kakvoj mislis ety ¢e [p prodavaif]]?
what  thinksg that sellsy
‘What do you think he sells?’

The wh-phrase in (40) is not interpreted in the edued clause SpecCidtis a declarative, not
an interrogative complementizer; the embedded elaemg a declarative the wh-phrase is really
not interpretable in the embedded clause SpecG®y.step of movement then has to be taking
place for formal reasons. Phases/PIC provide thradbreason in question: as discussed ahove,
cannot move out of a phase (and CP is a phasegaunilmoves through the phasal edge. In fact,
under the target-driven approach (see sectionthi2)movement is completely disconnected from
interpretation: as noted above, in Chomsky’s (20@@yet-driven movement approacdhat is
optionally given the property I-need-a-Spec to emvovement to the Spectbht (with the further
proviso thatthat can be given the I-need-a-Spec property only wimesn is needed to make
successive-cyclic movement possible, an instanceoak ahead). On the other hand, under
BoSkovi’s (2007) moving-element driven approach, the whapl has a formal feature that
makes it uninterpretable in any position other thaerrogative SpecCP. This feature forces
movement to the edge of the embedded clause, & pm@mshat the wh-phrase escapes being sent
to spell-out, which would freeze it in place. Undkis approach, movement to the embedded
clause SpecCP is more directly related to the pnétation than under the target-driven approach.
The declarative complementizémat, which drives the movement in the target-driveprapch,
really has nothing to do with the interpretationwdi-phrases/questions; the wh-phrase, on the
other hand, obviously does. True, under both amhesma formal property is involved, but on the
movement-driven approach this formal propertyriather direct reflex of interpretation, while on

51 There are various ways of implementing this, engelective binding or choice functions (Pesetgg71
Nishigauchi 1990, Reinhart 1998, Hagstrom 1998,€2010, see also Shimoyama 2006). English would
have to be different from both Bulgarian and Japanehere a wh-phrase could be interpreted inesitu
long as one wh-phrase is interpreted through aratgrevariable relation. The notion of absorptiarttie
sense of Higginbotham and May (1981) could be selehere (see, however, Pesetsky 2@fi0a
pronunciation-of-a-lower-copy approach where thereno syntactic or semantic difference between
Bulgarian and English, the only difference residim@F).

52 positing LF wh-movement in wh-in-situ languagés llapanese (see e.g. Huang 1982), so that Japanese
and Bulgarian still end up with the same LF, wontt work—we would still need a formal difference
between Japanese and Bulgarian that would be reigp@for the overt/covert movement difference, ahhi
would go against the spirit of the direct syntariaatics mapping approach.

3 QR might be the best candidate for such movembaotjgh there is some controversy regarding the
existence of QR (see e.g. Hornstein 199%5J there are also attempts to implement it asdbyrdriven
movement (i.e. with a formal requirement as anrinadiary, see Beghelli 1995).

41 am illustrating the point here with Bulgariarher than English due to the complication notefhif1
(the point can actually also be made with Englisbugh in slightly more roundabout way).
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the target-driven approach it really has nothing do with interpretation (again, the
complementizethat has nothing to do with question interpretation).

Pursuing one of the tenets of minimalibat is much as possible, and as directly as pessibl
should follow from bare output conditions, whichanse the nature of language, formal reasons
that have nothing to do with the nature of langusigeuld be minimized. This again favors the
moving-element-driven approach. It is the very matf successive-cyclic movement that it lands
in a position where the interpretation does noetplace, and the head of the phrase where the
movement lands has nothing to do with the relewatetpretation. Even in the case of the final
landing site, it is a bit of a stretch to tie tkason to the head of the relevant phrase, not dvenign
element itself—with successive-cyclic movementsitniot merely a stretch, it is simply not
possible. It seems that the moving element itsei$tbe involved, in a way that what motivates
movement is that the moving element itself is mderipretable where it is, hence it undergoes
movemen®? This is in fact the gist of Boska¥s moving-element driven approach. Note also
that what | have referred to above as the minimtdiset, tie as much as possible, and as directly
as possible, to the very nature of language, isngsdly the Occam’s razor strategy—simplify to
what is unavoidable. So, Occam’s razor, which isap the nature of language, the bare output
conditions (see Chomsky 1995 on this notion), faliermoving-element-driven approach. EPP,
which drives movement in the target-driven appro&cteally a conceptual abomination from this
point of view, especially when it comes to sucoessiyclic movement, where it is unconnectable,
directly or indirectly, to anything having to do tiinterpretation—those intermediate heads
simply have nothing to do with it.

In this respect, it is worth noting that Chomsk94%) argues for elimination of Agr (i.e.
agreement phrases) on the grounds that this ricdystormal element which does not contribute
to the interpretation. The same reasoning showad te the elimination of the EPP—it is in fact
rather difficult to see how one can argue agairggPA on these grounds while still accepting the
concept of an EPP property on e.g. complementiei’e in (39)-(40) (which is as purely formal
as Agr phrases).

The above discussion may make both formalists anctibnalists feel uncomfortable, the
former because of the emphasis on what is esdgnéianaximize-functional-considerations-
strategy (given that the nature of language cdwtamtludes the function of language—as noted
above, the strategy in this context really folloffam Occam’s razor)® and the functionalists
because of the rather formal/technical nature ®ftteceding discussion. This isn’t unintentional.
Neither formalism nor functionalism are somethioghy away from. In fact, the discussion here

%5 This is also the general idea behind quantifiesingj, which BoSkowi (2011b) actually treats as a case
of moving-element-driven movement (see fn 45).

%Chomsky’s (1995) stand toward Agr can be interpteas a minimize-purely-formal-considerations
strategy. There is a point to be made here thaBgimaximizing functional considerations | do notane
incorporating everything, including the general Mteiew, of functional linguistics. Functionalistsly on
much poorer syntax than generativists. The reasothis is methodological, which has to do withithe
main goal: for them pragmatics and semantics ame toasic than syntax; they look at syntax simplg as
tool for expressing pragmatic functions and sencarties—as a result, they generally do not consider
syntactic relations and dependencies that go begtemdool role of syntax (they also generally dé no
investigate what is not possible, which is the @nnterest of generativists, since their godbisapture
what is possible, i.e. to express the needed prtagraad semantic notions). A generativist pursues a
different methodology here, which is again conng¢tetheir primary goal that gives primacy to synta
they are interested in examining the full complexaf syntactic relations and discovering syntactic
principles that determine well-formed as well &$adtmed sentences—pragmatics and semantics tlken ta
the former, assigning them interpretation and petgnuse. By maximizing functional consideratiomol

not mean adopting the pragmatics-is-primary/symggust-a-tool attitude; in fact, nothing in theustlard
generativist attitude in this respect needs to ghan
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can be considered a plea for a new formal funciema which incorporates insights of both
approaches.

Consider in this respect even MAR itself. The go@shere is whether MAR is simply an
irreducible formal property of FL, or whether itlfivs from something else, i.e. whether it can
be traced back to FL-external factors, relatedréatder cognitive mechanisms. To me the former
seems unlikely—in fact, the preference nature ofRMidself may suggest that if, as is often
assumed, tendencies and preferences, as oppoabddioite properties, are more likely to have
functional/broader cognitive than formal/FL-specigxplanations. (There is also a personal
methodological aversion to principles—many lingsiiseem to be delighted when they discover
what they consider new principles—I detest such ems] principles are things that we do not
understand—reaching a principle stage should bestkt on the methodological grounds of the
nature of scientific inquiry, which is striving tonderstand). Moreover, Kayne (2010) notes that
both parsing and language production are asymmaetrithat they show a beginning vs end
asymmetry. If there is indeed a connection herepaeld be dealing with a broader property of
language which goes beyond linguistic competenae, knowledge of language, that the
generativists are concerned with—the property waxténd to performance, i.e. usage of that
knowledge. What is also relevant here is that Malism explores the possibility that UG, a
genetic endowment that helps children acquire laggu is an optimal way of satisfying
requirements imposed on FL by the external systdmas FL interfaces with. From this
perspective, asymmetricity can be encoded in U® éuhe ultimate source of asymmetricity is
the external systems FL interfaces with—asymmeyrieould be imposed on UG as the optimal
way of satisfying external system requirementsaAy rate, if it turns out that we are indeed
dealing here with a broader property, this paper lwa taken as an illustration of how looking
seriously into formal properties of language calp hes elucidate those broader mechanisms, a
kind of investigation | have in mind with the teformal functionalism.

In fact, to be a minimalist also means to be afionalist. Not just in theory—no sane
minimalist would claim that there is no aspectasfduage that can be explained by looking at the
function of language—»but also a practicing funcailist, in the sense that the minimalist should
constantly bear in mind potential functional coesations, in fact as the source of what we refer
to as FL external properties. There shouldn’t bghang controversial in saying that as much as
possible should follow from the nature of languagdiich inevitably brings in functional
considerations. But they may end up being incoedran a rather abstract, rigorous, and formal
way, once the formal properties of the computafisgatem of the language which functionalists
themselves generally shy away from are broughttimegicture.

In fact, the divide between the traditional generstt and the traditional functionalist/
typological camp seems to be bigger in the sloghasare used to characterize the respective
camps than in actual practieeFor the sake of illustration, one of the tenettheflatter camp, as
perceived by the former camp (it was in fact repgad number of times at the Heidelberg
workshop by Martin Haspelmath), is that every laagpi should be described in its own right,
which is often perceived by generativists as aetfigno-universal-grammar attituéfel am not

5" The term traditional functionalist/typological cpris used to reflect the fact that traditional tigayy,
about to be discussed, is generally associatedfuritttional approaches.

8 The position goes back to structural linguisticsks like Boas (1911), for discussion and refersrsez
Haspelmath (2010). The word tenet may be too steimge the view in question is not held by all non-
generative typologists (see again the referencémspelmath 2010), which | am putting aside hehee T
perception among the generativists that this posit a reflection of a no-UG attitude is actuatiigguided
since typological works investigate less abstraotémeasily observable phenomena that traditional
descriptive linguistics is concerned with, whicho@iskian generativists generally do not considdyeto
the main source of universals of UG (those cono®are abstract properties like phrase structurefstral
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sure the practitioners of the latter camp trulyidva the slogan in question. After all, the
typologists from that camp have made incrediblyontgnt contributions to the field in terms of
Greenberg-style crosslinguistic generalizationsjctvithe generativists are also increasingly
relying on. Reaching such generalizations wouldhaoe been possible if they really believed the
slogan in question —you really cannot be a typabifiyou truly believe it® Haspelmath (2010)
actually tries to show that typological work candme while fully adhering to it regarding the
domain of grammatical categories. However, he glges universal definitions of the relevant
categories that are applicable to all languaged (amch make typological work possible). He
actually claims that they are artificial linguistionstructs and not real (i.e. not part of the gnam

of individual languages), but there is really nasen why they should not be considered real. He
makes a distinction between a language particidacriptive category (referred to as X below),
and its crosslinguistically applicable comparatoancept (referred to as Y), which is used in
typological generalizations. But there is no realie here—it may be that in some language X is
just like Y, while in another language, where Xnist exactly like Y, we simply have a more
complex situation where X=Y+Z; there is then Y lnat language as well. To illustrate, consider
the generalization in (41a) and the definitiontd televant element from Haspelmath (2010:671)
in (41b), which is an example of Y.

(41) a. GNERALIZATION: In all languages, markers of future tense are besind than markers of
present tense or past tense, or equally bounddugr more so. (Ultan 1987:91)

b. DEFINITION: A future tense is a grammatical marker associaféit the verb that has future
time reference as one prominent meaning.

Haspelmath notes crosslinguistic differences raggriiliture tense, e.g. in Spanish it is also used
to express probability (but not habituality), whiteLezgian it is also used to express habituality
(but not probability). This indicates that futuenses are not synonymous crosslinguistically,
which then requires a distinction between a langupagrticular descriptive category (X from
above) and its crosslinguistically applicable coragpige concept (Y from above). But notice that
what we have here is the more complex X=Y+Z sitamgtiwhere Y is still always present.
Haspelmath gives a similar definition of questiasrels, and notes that in many languages question
words have additional usages, e.g. as indefint@quns or as relative pronouns, with languages
differing in this respect. This is also an instatitin of the X=Y+Z situation. As another
illustration, consider the generalization in (42ayl the definition in (42b) (Haspelmath 2010:673).

dependencies, islandhood and locality relations.hichwtraditional typologists generally do not explo
(see e.g. Baker 2015)). To illustrate, (i) give® auch generalization from Boskéwi2012) (based on
earlier work considering only some Slavic langualggdJriagereka 1988 and Corver 1992). (ia) is the
relevant statement from Bo3kév{2012), while (ib) restates it in a more run-oé-mill implicational
universal way. ((ia) is more intuitive since theeggnce of definite articles (more precisely, the DP
projection, which is present only in languages wvdtiinite articles) is what blocks (ii), though teeare
other conditions on the possibility of (ii), likgreement—see BoSka@R012. Note also that when testing
(), tests need to be done to ensure that (iheérr¢levant language does not involve a base-gekei@pic
(something like “as for expensive (things), Jolkedi expensive cars”) or NP ellipsis (something lde
for expensive-cars, John likes expensive cars”ravti&es’ or ‘John’ would likely be focalized)).
() a. Left-branch extraction of adjectives (angeatival-like elements), as in (ii), may be allowedly in
languages without definite articles.

b. If a language allows left-branch extractdradjectives (and adjectival-like elements), agi)nthen
the language does not have definite articles.
(i) *Expensive, John likes ftcars]
%% Most American structuralists, on the other handi pelieve it, as a result of which they generdily not
engage in typological work (see e.g. Greenberg 1d@dpelmath 2010).
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(42) a. GNERALIZATION: In all languages with an ergative case, it haseast some overt
allomorphs (Dixon 1979)

b. DEFINITION: An ergative case is a morphological marker tteet &mong its functions the
coding of the agent of typical transitive clausebgen this is coded differently from the single
argument of intransitive clauses.

Haspelmath observes that ergative case from (42imtithe same in all languages, since in many
languages it has additional functions, like instemtal, locative, possessive, general oblique. This
is again the X=Y+Z situation. Haspelmath considerat | am referring to as Y as concepts
created by linguists for the purpose of formulatongsslinguistic generalizations. True, they are
applicable to all languages but they are supposedet artificial and not real (i.e. not
psychologically real and not part of particulardaage systems). But there is no real reason why
those Ys could not be (psychologically) real, amthct part of UG (I am putting aside the question
of what the primitives of UG in the relevant domane, which is not relevant to the more general
point made here). In some languages those absiéegories would map straightforwardly to
surface categories, and in some languages thatwmtlbe the case: in the latter case we would
have the X=Y+Z relationship, with Y still applica&bto all languageshis kind of relationship
would become more obvious if we accept that thengnar of each language that is studied in its
own terms is, as Baker (2015:936) puts it, “absttacsome non-trivial degree” (which is what
generativists generally accept, while functionalisaditional typologists generally don’t)—this
would result in more Y=X situations and would make Y-X relationship more transparent). In
this respect, it should be noted that generatigelbgy, an emerging and increasingly influential
strand of work within the formalist camp that atfgsnto reach Greenberg-style typological
generalizations and then provide generative explama for them, also assumes what | have
referred to as X and Y above (so there is reallgisagreement here), the only difference is that
Y, which Haspelmath considers a linguist’s condtrisctreated as real and in fact part of &9G.

At any rate, we can define the relevant conceptsréntly for each language, or in a way
that makes them universally applicable (which wdoddmore abstract but abstract need not to
mean not real and artificial), a necessary presggufor typological work. Occam’s razor, as a
general scientific principle, is again relevanteheks Haspelmath (2010) notes, a number of non-
generative typologists explicitly refute the vidvat ‘every language must be described in its own
terms’ (e.g. Dahl 1985, Bybee and Dahl 1989, LehmE889). Thus, Lehmann (1989:142) says:
“Describe your language in such a way that the madfiyour description could serve, at the same
time, as the principle of general comparative gramrand thus, the maxim of description of any
other language.” This will result in fewer mechamss categories, concepts..., which simply
reflects Occam’s razor as a general scientificqyie (in addition to being a prerequisite for
typological work). Haspelmath’s position is essalhtia result of accepting a certain level of
abstractness in doing typological work but not aind analyses of individual languages, which
basically leads to separating the two into difféfexids (“the analysis of particular languages and
the comparison of languages are thus independemtacii other as theoretical enterprises”,
Haspelmath 2010:682). Allowing the same level dftedrtness for both, which would also be in
the spirit of Occam'’s razor, would, however, dissdhis distinction.

There is, however, an aspect of the describe-dagmiguage-in-its-own-right slogan which
is generally not explicitly acknowledged and whe&ttould not be dismissed by the generativists

80Thus, the point made with (41)-(42) can also bestiated with BoSkovis (2012) generalizations
regarding definite articles, one of which is giverti) in fn 58, and Bo3ko¥is definition of definite article
(see Boskowi 2016c¢), which superficially shows similar variatiacross languages as future tense and
ergative case.
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as a denial of UG but taken as a methodologicahingrto be careful before jumping to the
conclusion that something is in UG—it’'s a warnirgg to follow up a detailed investigation of a
single language with the proclamation that it idJ. This tendency is to still there to some ekten
among the generativists—I don’t have in mind hdostract properties like e.g. c-command and
domination where a single language can be used #lsgtration for ease of exposition—I am not
aware of any language where c-command/dominatidnicfwbasically means structure) do not
hold, but investigations of minute details of stuwe of a single language which is followed up by
a claim that all languages are like that withougatting other languages (or simply by forcing
other languages into the mold set up by that d=tainvestigation of a single language without
looking at, or ignoring, what does not fit)From this perspective, | have to admit that | ustherd
and am sympathetic to the functionalist/typologyntra look-at-languages-in-their-own-right; it
should not be dismissed off hand, and we shouldumop to the conclusion that everything we
see in one particular language is universal grananaork®?

It should, however, be noted in this connection there is nothing wrong with Chomsky’s
position that one can learn a great deal about YGtldying a single language—this is true of
what would be considered principles of UG (seeepstein 1999, where one language is used as
an illustration to examine c-command); examiningapeetric variation does require going beyond
a single language (though focusing on one languagye run the risk of improperly treating a
parametric point as a principle of UG). At any rdte additional discussion to the effect that
differences between the traditional generativist #re traditional functionalist/typological camp
are bigger in the slogans associated with theseoappes than in actual practice, the reader is
referred to BoSkovi (in prep). One point made there concerns Greerdtglg generalizations,
which at the right level of abstractness that alssolves exceptions to them do reflect UG at
work; from this perspective the practitioners & thaditional functionalist/typological camp have
contributed a great deal to our understanding of (@Bhough they may deny it for reasons
discussed in Bosko¥in prep).
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