
1 Introduction1

Adjuncts occupy a somewhat paradoxical place in biolinguistic grammatical theory, being2

both ubiquitous and peripheral. They are empirically ubiquitous—a language without ad-3

juncts would be remarkable, and it is quite difficult to even use language without adjuncts,4

but they are theoretically peripheral—no theory of grammar naturally accounts for adjuncts5

and some seem to predict that adjuncts ought not exist. This has made adjuncts into6

something of a thorn in the side of grammatical theorists, stopping them from developing a7

complete and uniform theory of grammar. In this paper, I propose that, while one recent8

theoretical development in biolinguistics/minimalism—the decoupling of phrase-building and9

labeling—has closed off one possible route to explaining adjuncts, another development—10

derivation by workspace—has opened up another.11

The question of adjuncts can be put as follows. How is (1) structured/derived such that12

(i) it means what it means, and (ii) (2)-(4) are grammatical and mean what they mean?13

(1) Rosie sang the song with gusto.14

(2) Rosie sang the song.15

(3) Rosie sang the song with gusto before dinner.16

(4) Rosie sang the song before dinner with gusto.17

The answer that I propose in this paper is, in its most basic expression, that adjuncts (i.e.,18

with gusto and before dinner in (1)-(4)) and their hosts (i.e., Rosie sang the song in (1)-19

(4)) are derived separately from each other and only joined post-syntactically. It would, of20

course, be easy to answer theoretical questions if all one had to do was conjecture as I have21

just done. The task of the theorist is to show that such a conjecture can be made to follow22

from an independently plausible theory, and that is the task taken up in this paper.23

I begin in section 2, by laying out my relevant theoretical assumptions with special24

reference to simplest merge (Collins 2017) and workspaces (Chomsky 2019). Next, I make25

my proposal explicit in section 3, starting at a very coarse-grain and getting progressively26
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finer. After that, I discuss some facts that are naturally accounted for by the proposal in27

section 4 and some facts that seem to contradict my theory in section 5 Finally, I conclude,28

discussing the implications of my proposal on the broader theory of grammar in section 629

2 Theoretical Context30

The current proposal is situated in the biolinguistic/minimalist theory of grammar. The31

core conjecture of this theory is that the human language faculty is a mentally-instantiated32

computational procedure which generates an infinite array of structured expressions by the33

recursive application of the simplest combinatory operation merge. The task of theorizing34

under this approach can be divided into two related subtasks—the formalization of the35

operation merge, and the formalization of the derivational architecture. While the former36

has largely been the centerpiece of minimalist program, the latter has been brought into sharp37

relief quite recently. In this section I will discuss current approaches to the two subtasks38

with reference to adjuncts where relevant.39

2.1 merge and adjuncts40

From the earliest work in transformational grammar (Chomsky 1957, 1965) up until early41

theories in the minimalist program (Chomsky 1995, 2000) the generative component of the42

language faculty was divided into a base subcomponent, and a transformational subcompo-43

nent. In all of these theories the base included both the mechanism for generating complex44

structures from simple items, and the mechanism for labelling those structures. The latter45

was written directly into the particular phrase-structure rules of the early theories, then de-46

rived from general X-bar principles in later theories and finally assigned by early definitions47

of merge, given below in (5) where the choice of the label γ was generally assumed to follow48

X-bar principles.49

(5) Mergev1(α, β)→ {γ, {α, β}}50
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Theorists working within the minimalist program, however, have put forth various pro-51

posals for decoupling labelling from merge, either by eliminating labels altogether (Collins52

2017) or proposing labelling as a process separate from structure building (Chomsky 2013;53

Hornstein 2009). Most of those theorists1 have settled on the definion of merge in (6),54

sometimes called “simplest merge”.55

(6) Mergesimplest(α, β)→ {α, β}56

This move, though seemingly a minor one, has major implications for the theory of grammar57

generally and the possibilities for a theory of adjuncts more particularly.58

A move to a label-free definition of merge has implications for the theory of adjuncts59

because the theories of adjuncts within X-bar theories and early minimalist theories depended60

on the nature of labels and their importance for the c-command relation. For instance,61

Lebeaux (1988) proposed a transformation Adjoin-α which attaches an adjunct phrase to62

the maximal projection of a host phrase and then labels the resulting structure with the63

label of the host phrase as shown in (7)64

(7)

S

NP VP

V NP

PP



Adjoin-α−−−−−→

S

NP VP

V NP

NP PP

65

In contrast, Chametzky (1996), critiquing Lebeaux’s proposal, argues that the node created66

by adding an adjunct is unlabelled. Stepanov (2001) adapts Lebeaux’s theory of adjuncts to67

an early minimalist theory and argues that adjuncts can be added counter-cyclically without68

violating the least tampering principle because the node dominating the adjunct is not a full-69

fledged label but a segment of that label. Regardless of the soundness of these proposals70

1Hornstein (2009) differs, defining merge, not as set-formation but as concatenation.
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within their respective theories, they all crucially assumed a generative procedure in which71

labelling and structure building were intrinsically linked. Therefore, none of these theories72

of adjuncts can be neatly translated into a theory in which labelling and structure building73

are separate from each other.74

The move to a “simplest merge” theory of syntax, then, demands a novel theory of75

adjuncts. Chomsky (2013) has suggested that adjuncts are the result of an operation pair-76

merge which creates ordered pairs rather than sets, as demonstrated in77

crefdef:PairMerge78

(8) Pair-Merge(α, β)→ 〈α, β〉79

This conjecture, though, does not constitute a novel theory of adjuncts, as there has been80

little to no effort to demonstrate that the empirical properties of adjuncts follow from pair-81

merge. So, simplest merge theories of syntax lack a theory of adjuncts.82

2.2 The derivational architecture83

Early minimalist theorizing focused on simplifying the architecture of the grammar by elim-84

inating levels of representations like D-Structure, S-Structure in favour of a single deriva-85

tional cycle with interfaces to independent cognitive systems. Discussion of the architecture86

of that derivational cycle, though has been quite limited until recently. Generally, it has87

been assumed that a given sentence is generated from a finite lexical array in a single linear88

derivation, perhaps punctuated by phases.89

Recently, though, there has been increasing interest in the idea that a sentence is derived90

in possibly multiple subderivations, each corresponding to either the clausal spine of the91

sentence or its complex constituents. So, for instance, a transitive sentence like (9) would92

be derived in three subderivations—one corresponding to the clausal spine, and one each for93

the nominal arguments.94

(9) The customers purchased their groceries.95
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Chomsky (2020) gives an explicit argument for the idea of subderivations based on extensions96

of Merge—Parallel Merge (Citko 2005), in particular— which exploit the fact that the domain97

of Merge is rather undefined. Take, for example, the hypothetical stage of a derivation in98

(10) consisting of an already constructed phrase {α, β} and an atomic object γ.99

(10) [{α, β} , γ]100

At this stage, according to Chomsky, there should be two basic options—Internal Merge and101

External Merge. Internal Merge would involve Merging α or β with the set {α, β} resulting102

in a stage resembling (11), while External Merge would involve Merging γ with the set {α, β}103

resulting in the stage (12)104

(11) [{β, {α, β}} , γ]105

(12) [{γ, {α, β}}]106

Parallel Merge, though, involves Merging α or β with γ to give a stage resembling (13).107

(13) [{α, β} , {β, γ}]108

This, Chomsky argues, is an inevitable but unacceptable result of defining Merge as in (6),109

as it could be used to violate any concievable locality constraint.110

The solution that Chomsky proposes involves two related conjectures—that each com-111

plex object in an expression is derived in its own encapsulated workspace and that a new112

version of merge, called MERGE that operates on workspaces be formulated. I will propose113

formal definitions of workspaces and MERGE in section 3.1.3, but some properties of these114

constructs are worth mentioning here. What we formerly called a stage of a derivation—e.g.,115

(10)—we now call a workspace, while stages of a derivation will be collections of workspaces.116

The new operation MERGE, operates on workspaces as sketched in (14) where (a) X and Y117

are syntactic objects, (b) WS and WS’ are workspaces, (c) either X and Y are in WS or X118

is in WS and contains Y, and (d) WS’ contains {X, Y} but does not contain X or Y.119

(14) MERGE(X,Y,WS) → WS’120
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Setting aside issues of formalization for the time being, the theory of workspaces proposed121

by Chomsky (2020) suggests a picture of syntax wherein (9) is derived in three initially122

parallel subderivations, each associated with an encapsulated workspace, which ultimately123

converge to give a single clause.124

2.3 The language faculty and other cognitive systems125

Thus far I have only been discussing the human capacity for combining meaningful ex-126

pressions to create larger meaningful expressions, often called the narrow faculty of language127

(FLN). Many of the empirical properties of language, though, spring from how the FLN inter-128

acts with other cognitive systems, namely the sensorimotor (SM) system which produces and129

prcesses external expression of language and the conceptual-intentional (CI) system which130

uses linguistic objects for mind-internal processes such as planning and inference. These131

are called systems rather than modules to indicate that they seem to be multifaceted, likely132

consisting of numerous interacting modules. The complexity of these systems is reflected in133

the difficulty of developing unified theories of morpho-phonology and semantics-pragmatics.134

While I will not be wading too deep into these waters, any theorizing regarding FLN requires135

getting one’s feet wet. In this section I will discuss the aspects of the SM and CI systems136

and their respective interactions with FLN insofar as they will be relevant to my theory of137

adjuncts. Specifically, I will discuss the SM problem of mapping hierarchical structures to138

linear ones, the CI problem of compositionality, and the problem of distinguishing copies139

from repetitions which affects both systems.140

In section 2.1, I discussed the fact that simplest merge decoupled phrase structure from141

labelling. What I neglected to mention was that it also decoupled phrase structure from142

linear order—the set {α, β} could just as easily be linearized as α_β or α_β. In order to143

express a linguistic object, either in speech, sign, or writing, that object must be at least144

partially2 put in a linear order. The linear order, then, must be derivable from the structures145

2All modes of expression allow for some sort of simultaneous pronunciation, be it facial expressions in
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created by FLN by various principles and parameters in a way which is definite within a146

language but particular to that language. One of those principles is Richard Kayne’s (1994)147

Linear Correspondence Axiom (LCA), a version of which is given in (15).148

(15) The Linear Correspondence Axiom149

For syntactic object x and y, if x asymmetrically c-commands y, then x ≺ y.150

The key insight of the LCA is that asymmetric c-command is equivalent to linear precedence151

in that it both are antisymmetric—if x ≤ y and y ≤ x then x = y—and transitive—if152

x ≤ y and y ≤ z then x ≤ z. One need not look very far to find the shortcomings of the153

LCA qua theory of linearization, and likely it is only one of the many axioms at play in the154

linearization process. But regardless of its shortcomings, the LCA is an important proof of155

concept, showing that linear ordering can be derived from structure without being encoded156

directly in it.157

Turning to the CI system, I will now address what I, perhaps misleadingly, called the158

problem of compositionality, which tends to be taken as the semanticists couterpart to the159

linearization problem. The problem is usually stated as follows: The FLN generates hierar-160

chically structured expressions but the CI system operates on formulas of a likely higher-order161

predicate calculus. To solve this problem, semanticists propose various compositional princi-162

ples such as function application, predicate modification (I. Heim and A. Kratzer 1998), event163

identification (Angelika Kratzer 1996), and existential closure (Irene Heim 1982), among oth-164

ers. The degree to which the problem as stated exists, though, has been called into question165

within biolinguistic/minimalist theorizing. Chomsky (2013, and elsewhere) argues that lan-166

guage is primarily an instrument of thought, which contradicts the premise that linguistic167

objects must be transformed into or mapped onto thought objects. If linguistic objects are168

thought objects, than such a premise would be akin to requiring that one convert US Federal169

Reserve notes to US dollars before engaging in commerce. I will be adopting this position170

with two caveats. First, to say that the problem of compositionality as stated is non-existent171

sign language, intonation in spoken language, or typography in written language.
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is not to say that there are no problems of linguistic interpretation. We will encounter several172

as I propose and refine my theory of adjuncts. Second, I will on occasion choose to represent173

the interpretation of some expression in formal logic when such a representation is the most174

perspicuous way to demonstrate some relevant property of the expression. This is not to say175

that formal logic has any sort of privileged status, only that it mat be useful to highlight176

certain properties of expressions.177

Finally, I must discuss the copy-repetition distinction. Simplest merge, which decoupled178

phrase-structure from labelling, also combined phrase structure and transformations as its179

external and internal modes of operation respectively. While External Merge adds a new180

item to a syntactic object, Internal Merge merges one object with an object that that object181

contains as demonstrated in (16).182

(16) Mergesimplest(β, {α, β})→ {β, {α, β}}183

The two βs on the righthand side of the arrow in (16) are copies of each other which means184

that the object represented on the righthand side of the arrow here doesn’t contain two185

βs but rather, that β is in two positions in the newly created object. To make this more186

concrete, consider the passive in (17) and its approximate syntactic representation in (18).187

(17) A man was seen.188

(18) {{a,man} , {T, {. . . {vpass {see, {a,man}}} . . . }}}189

By hypothesis, (18) is formed by Internal Merge, combining the theme a man with the TP190

that contains it, making the two instances of {a,man} copies of each other. Because the191

two instances are copies of each other, they are really only one object and therefore, they192

refer to the same individual and are pronounced only once. Compare this to the active in193

(19) and its approximate syntactic representation in (20).3194

(19) A man saw a man.195

(20) {{a,man} , {T, {. . . {vact {see, {a,man}}} . . . }}}196

3I abstract away from the predicate-internal subject hypothesis for simplicity
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In this case, the two instances of {a,man} are not copies of each other, but merely repetitions.197

So, the lower instance was Externally Merged with the verb and then later the second198

instance was Externally Merged higher. Because the two instances are not copies, of each199

other, they are distinct objects and therefore, they do not necessarily corefer and they are200

both pronounced.201

I mentioned above that copies undergo deletion by the SM system while repetitions do202

not. This much follows from both simplest merge and the facts of language, but question203

of which copies delete and when turns out to be quite complicated. If we started with the204

basic facts of English passives and wh-questions, we might propose a principle that states205

that only the highest copy—the copy that c-commands all other copies—is pronounced. Like206

the LCA, one need not look far to find exceptions,4 but also like the LCA, the principle of207

“pronounce the highest copy” can serve as a demonstration that the choice of which copy to208

pronounce can be derived from a structure without being encoded in it.209

2.4 Summary210

The forthcoming proposal is made in the theoretical context of biolinguistics/minimalism, a211

label that, admittedly, covers a wide range of theoretical positions. In this section, I have212

done my best to make explicit the relevant positions under that label which I will be taking213

in my theoretical proposal. First, I am assuming that the basic, likely only, innate language-214

specific combinatory operation is simplest merge, which creates unlabelled binary sets and215

encompasses both the base component and the transformational component of the narrow216

syntax. Second, I assume that complex constituents of expressions like clauses are derived217

separately from each other in workspaces, a notion that requires further formalization. A218

corrollary of my first two assumptions is that merge must operate on workspaces. Third, I219

assume that, while the narrow faculty of language (FLN) is simple, perhaps consisting only220

4All varieties of covert movement, such as quantifier rasing (May 1978) and wh-in-situ (Lu, Thompson
and Yoshida 2020) would contradict this proposal. Trinh (2009) discusses more nuanced copy deletion data
and arrives at a constraint on the delete-low-copies principle.
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of merge and the derivational architecture, the systems the interpret the objects generated221

by FLN, either for externalization (SM) or mind-internal computation (CI), are complex,222

encompassing a number of principles parameters and operations of which we understand223

very little.224

3 The proposal225

The theory of adjuncts that I propose is best viewed in contrast to the workspace theory of226

arguments. According to this theory, outlined in section 2.2, an argument is derived in a227

separate workspace from its clausal spine, and the result of that derivation is merged into228

clausal spine derivation. An adjunct is also derived in a separate workspace, except that that229

workspace is never merged into the clausal spine derivation. So the syntactic representation230

of (1) is given in (21) with the adjunct-free sentence derived (19) in WS1, and the adjunct231

PP with gusto derived in WS2.232

(21) 〈[{Rosie, {T, . . . {sing, {the, song}}}}]WS1, [{with, gusto}]WS2〉233

The expression represented in (21) is grammatical insofar as the object in WS1 is a gram-234

matical clause and the object in WS2 is a grammatical PP. Furthermore, the grammaticality235

of the each of the two objects—the clause and the PP—is independent of the grammatical-236

ity of other. Therefore, the clause would be grammatical without the PP, or if there were237

additional adjuncts, regardless of the ordering. Note that these are the three characteristic238

properties of adjuncts: optionality, stackability, and freedom of order.239

This independence, of course, carries over to the interpretation of (21). That is, Rosie240

sang the song and with gusto in (21) should be interpreted the same way as a sequence of241

independent expressions like (22) is—conjunctively.242

(22) Susan entered the room. The lights were off.243

If (22) can be given a truth-value it would be the same as the truth-value of the conjunction244

of the two sentences. In the same way, (21) is interpreted more or less as in (23).245

10



(23) Rosie sang the song. It was with gusto.246

There is one major difference, though, between the actual interpretation of (1) and that247

of (23)—the former entails that the anthem-singing event and the gusto-having event are248

the same, while in the latter, that identity is only an implicature. This might suggest that249

the adjunct with gusto is, in fact, semantically dependent on its host clause, but such a250

conclusion is unwarranted. It is not so much that the adjunct is about what its host is about251

but rather that the host and adjunct are about the same thing. This is the case, I propose,252

because the host and the adjunct are constructed in the same derivation.253

Turning to pronunciation, it might be suggested that my proposal introduces new com-254

plexity to the already complicated nature of pronunciation That is, our best theories suggest255

that c-command is vital for linearization, but there can be no c-command relation across256

workspaces. Such an objection, however, would mistake the nature of the linearization prob-257

lem, namely that Merge creates unordered objects that must be converted to ordered object258

for pronunciation. A derivation stage such as (21), though, is already ordered (WS1 ≺WS1),259

so no linearization problem should occur.260

In what follows, I will refine this proposal somewhat, but the core claim—that adjuncts261

are in separate workspaces from their hosts—will remain the same. I pause here to note that262

this solution broadly accounts for adjunct without recourse to novel operations or major263

modifications to the architecture of the grammar, and is therefore preferable, on minimalist264

grounds, to theories which do introduce novel theoretical machinery such as Pair Merge.265

3.1 The problem of adjunct scope266

The sentence in (24) is ambiguous.267

(24) Sharon made the error deliberately.268

It can be interpreted as saying either that Sharon intended to make the error in question,269

or that she made the error in a deliberate manner. The conclusion drawn from this sort of270
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ambiguity is that the adverb deliberately has two possible scopes—A high scope resulting271

in the first interpretation, and a low scope resulting in the second interpretation. Under an272

X-bar theory of adjuncts, this can be easily accounted for by aligning scope with attachment273

site as in (25) and (26).274

(25) The high-scope interpretation of (24) in X-bar theory275

TP

TP

DP

Sharon

T’

Tpst VP

V

make

DP

the error

AdvP

deliberately

276

(26) The low-scope interpretation of (24) in X-bar theory277

TP

DP

Sharon

T’

Tpst VP

VP

V

make

DP

the error

AdvP

deliberately

278

As it stands, however, the workspace theory of adjuncts cannot account for adjunct scope.279

12



Or, to be more precise, it cannot account for the fact that adjuncts can have multiple scope280

possibilities. This can be seen when we consider how we would represent (24) in a workspace-281

based analysis—as the juxtaposition of Sharon made the error and deliberately as shown in282

(27).283

(27)

〈
[{Sharon, {T, . . . {Voice, {make, {the, error}}}}}],

[deliberately]

〉
284

If we take a full declarative clause to describe a situation or state of affairs, then, according285

to (27), (24) would describe a situation s, such that in s Sharon made the relevant error, and286

that s was brought about by a deliberate choice of the agent of s. In other words, the proposed287

workspace-based theory of adjuncts seems to predict only the high-scope interpretation of288

(24).289

In order to modify our proposal to allow for adjunct scope, we must first realize that290

adjunct scope-taking is different from other kinds of scope-taking, such as quantifier scope.291

Usually, when we talk about scope, we have in mind an asymmetric relation. So the two292

readings of (28) can be described by saying which of the two quantifier phrases scopes over293

the other.294

(28) Every student read a book.295

a. ∀s(∃b(read(b, s)))296

b. ∃b(∀s(read(b, s)))297

The relationship between a modifier and a modified expression, however, is generally con-298

sidered to be symmetric, at least in terms of their interpretation.5 So, in the low-scope299

interpretation of (24), the logical predicate expressed by deliberately is conjoined with the300

one expressed by make an error, as shown in open formula (29).301

(29) (make(the-error, e) & deliberate(e))302

It does not, then, make sense to say that deliberately “scopes over” the VP. We can still303

ask, though, why does deliberately conjoin with the VP and not, say, with AspP, or TP. The304

5Setting aside cases of non-intersective modification.
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answer, at least in X-bar terms is obvious—the adverb and the VP conjoin because they are305

in the same position, that is [Comp, Voice]. In other words, deliberately conjoins with the306

VP, because both scope directly under Voice, and therefore, indirectly under everything that307

scopes over Voice.308

This rethinking of adjunct scope, then suggests a workspace-based analysis of the low309

scope interpretation of (24), shown in (30).310

(30)

〈
[{Sharon, {T, . . . {Voice, {make, {the, error}}}}}],

[{Sharon, {T, . . . {Voice, {deliberately}}}}],

〉
311

Here we can say that deliberately and the VP are in the same position, as they are both the312

complement of Voice in their respective workspaces. Such a representation, however, raises313

three obvious questions:314

1. How is (30) interpreted?315

2. How is (30) pronounced?316

3. How is (30) derived?317

I address these three questions in turn directly.318

3.1.1 How is (30) interpreted?319

The derivation stage in (30) contains two workspaces, each of which contains a finite clause.320

I will assume that the interpretation of each clause contains an event description and a321

specification of how the event described relates to the context of utterance. For the sake of322

clarity, I will consider only the event-description portion of the meaning.323

So the event description contained in the first workspace—the one associated with the324

host— is given in (31), and the event description contained in the second workspace—the325

one associated with the adjunct—is given in (32).326

(31) (make(e) &Agent(e)(sharon) &Theme(e)(the-error))327
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(32) (Agent(e)(sharon) & deliberately(e))328

If, as I conjectured in the first part of this section, (31) and (32) yields the conjunction of329

the two, and if we take the further simplifying step of eliminating redundant conjuncts, we330

get the correct interpretation in (33).331

(33) (make(e) &Agent(e)(sharon) &Theme(e)(the-error) & deliberately(e))332

Whether or not there is some process for eliminating redundant conjuncts instantiated in333

our cognitive faculties is not clear. That’s more, it is not obvious how we could test for such334

a process. Assuming that redundant conjuncts are eliminated in the final interpretations of335

expressions like (24), however, will save space in this paper and reduce the amount of typing336

on my part, so I will do so going forward.337

More could be said, of course, about the interpretation of (30), but I will leave this as a338

task for further research and move on to the question of pronunciation339

3.1.2 How is (30) pronounced?340

The problem posed for pronunciation by (30) is that the adjunct workspace contains most of341

a clause which is not pronounced. That is, Sharon, T, Voice, etc. must be deleted somehow.342

Recall from section 2.3 that the basic rule of deletion is that if a syntactic object contains343

two constituents, α and β, such that α = β and α asymmetrically c-commands β, then β is344

deleted.345

The notion of identity here, must capture copies, but not repetitions, so in order for346

the various phrases and heads to be deleted from the adjunct we must show that they347

can be treated as copies of the corresponding phrases and heads in the host. Since the348

distinction between copies and repetitions is to follow from the derivational history of an349

expression, I will postpone the question of identity until the following section and stipulate,350

for the moment, that Sharon, T, Voice, etc. in the adjunct are considered copies of their351

counterparts in the host.352
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As for the c-command requirement for deletion, it is quite plain that it cannot apply to353

the deletion of copies in different workspaces as in (30). Since the c-command relation is354

dependant on Merge, the domain of which is limited to the workspace, it cannot hold across355

workspaces. However, if we broaden the c-command requirement on deletion to one of a356

more general ordering (α > β) then it can apply to elements in separate workspaces, since357

workspaces in a derivation are ordered with respect to each other.358

This broadening of the c-command requirement may seem ad hoc on its face, but there359

is a good reason to think that an operation like deletion is not sensitive specifically to c-360

command. That reason is that, as decades of research suggest, the syntactic component is361

the only component of the language faculty that is particular to the language faculty. It362

follows from this that deletion, an operation of the externalization system, is not particular363

to language. Since it is not particular to language, it should not be defined in language-364

particular terms. Therefore, defining deletion in terms of ordering as opposed to c-command365

is theoretically preferred.366

So, turning back to the task at hand, (30) is pronounced by deleting all the redundant367

structure in the adjunct. This occurs because every element of the deleted structure is368

identical to an element in the host and ordered with respect to that matching element.369

3.1.3 How is (30) derived?370

The derivation of host-adjunct structures such as (30) can be divided into to parts. In the first371

part, the two workspaces—host and adjunct—are derived independently of each other, and372

in the second part, the workspaces are derived in lockstep. So, for instance, merging Aspperf373

to the root of the host objects is accompanied by merging Aspperf to the root of the adjunct374

object, and so on. The first part represents the standardly assumed operation of workspaces,375

and is, therefore, already understood, at least insofar as workspaces are understood. The376

second part—the part involving lockstep derivation—is novel and its explanation will occupy377

this section.378
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The result of the first part of the derivation is given in (34) below.379

(34)

〈
[{make, {the, error}},Voice, . . . , T ]WS1,

[{deliberately},Voice, . . . , T ]WS2, [Sharon]WS3

〉
380

Let’s suppose that nothing forces the workspaces to derive in lockstep, but rather they derive381

freely and only result in a host-adjunct structure if their respective derivations mirror each382

other. This, however, would lead to two problems.383

The first problem this poses has to do with the copy/repetition distinction. The exter-384

nalization system, by hypothesis, deletes copies, not repetitions. Recall that T, Voice, the385

subject, etc. of the adjunct workspace delete in this case. This deletion would only occur386

if those objects and their counterparts in the host object were copies of each other and,387

while the necessary and sufficient conditions on copy-hood are not well understood, there is388

good reason to believe that content-identity is not sufficient. That is, two instances of, say,389

VoiceAct are not copies just because they have identical content—it seem they must have390

an identical derivational history. This could not possibly hold of Voice, T, etc if the second391

stage of the derivation under discussion proceeds freely.392

The second problem has to do with the subject Sharon. In (30), Sharon is in both393

workspaces, yet this does not seem possible if the each workspace’s is derivatio is fully394

independent of the other’s. Suppose we reach a stage of the derivation as shown in (35)395

where the next step must be to incorporate Sharon into WS1 and WS2 and merge it as the396

Agent.397

(35)

〈
[{Voice, {make, {the, error}}}, . . . , T ]WS1,

[{Voice, {deliberately}}, . . . , T ]WS2, [Sharon]WS3

〉
398

If we were to incorporate Sharon into WS1, as shown in (36), it would be rendered inaccessible399

to WS2, and vice-versa.400

(36)

〈
[{Voice, {make, {the, error}}}, . . . , T, Sharon]WS1,

[{Voice, {deliberately}}, . . . , T ]WS2

〉
401

Thus, there would no longer be any way to derive the two workspaces in lockstep. While402
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this problem seems to be distinct from that of the copy/repetition problem above, it has the403

same solution—defining MERGE such that it lockstep derivation can be forced. I turn to404

such a definition presently.405

Formal definitions of MERGE As discussed in section 2.2, Chomsky (2020) argues406

that the standard conception of Merge—Merge(α, β) → {α, β}—needs to be replaced with407

a new one, called MERGE, which meets a number of desiderata. One such desideratum is408

that MERGE should be defined in terms of workspaces, rather than syntactic objects. In409

order to do this we must first provide some definitions for workspaces and other derivational410

notions. These definitions are given in (37)-(39).411

(37) A derivation D is a finite sequence of stages 〈S1, S2,. . . ,Sn〉, where D(i) = Si.412

(38) A stage S is a finite sequence of workspaces 〈WS1, WS2,. . . WSn〉, where S(i) = WSi.413

(39) A workspace WS is a finite sequence of syntactic objects 〈SO1, SO2,. . . SOn〉, where414

WS(i) = SOi.415

In addition to the workspace desideratum, MERGE should also “restrict computational416

resources” (Chomsky 2020), by ensuring that when a new object is created by MERGE, its417

constituent parts do not remain accessible in the workspace. That is, MERGE substitutes418

the new object for the old objects. The definition of MERGE in (40), where “+” represents419

an “append” operation and “−” represents a “delete” operation, meets the two desiderata420

that I have mentioned thus far.6421

(40) Where ω is a workspace, and α and β are syntactic objects,422

MERGE3(ω, α, β)→


{α, β}+ ((ω − α)− β) if α and β are in ω

{α, β}+ (ω − α) if α is in ω and β is in α

undefined otherwise

423

6The astute reader will likely note that my definition of MERGE sacrifices the simplicity of Merge to
meet the Chomsky’s desiderata. This, I believe, reflects the fact that we lack a sufficient model of neural
computation in which to ground our grammatical theory. Such a model would likely meet the “restrict
resources” desideratum automatically.
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This definition, however, seems to over-generate. Consider the derivation in (41)424

(41) WS = 〈P, Q, X, Y〉 (P, Q, X, and Y are lexical item tokens)425

a. MERGE3(WS, P, Q)→ 〈{P, Q,X, Y〉(= WS′)426

b. MERGE3(WS′, X, Y)→ 〈{P, Q}, {X, Y}〉(= WS ′′)427

If such a derivation were possible within a single workspace, then we could derive an en-428

tire clause—including complex nominal arguments—within a single workspace. This would,429

at best, render workspaces redundant, perhaps making the grammar indeterminate—any430

sentence would be derivable in at least two distinct ways.431

The situation gets worse when we consider the fact that the definition of merge in (40)432

stipulates the distinction between internal and external merge. By hypothesis, though, the433

two cases of merge should fall out from a single definition of merge. Without the stipulation,434

it’s likely that unrestricted parallel merge (Citko 2005) or sideward merge (Nunes 2004)435

would be derivable in this system. As discussed in section 2.2, though, once such varieties of436

merge are allowed, there is virtually no restriction on what can be derived. Thus, a definition437

of merge like that in (40) would likely over-generate.438

This issue can be overcome in a non-stipulative way by eliminating one of the syntactic-439

object arguments from the definition of merge and defining merge as in (42).440

(42) Where ω is a workspace, and α is a syntactic object,441

MERGE2(ω, α)→


{α, ω(1)}+ ((ω − α)− ω(1)) if α is in ω

{α, ω(1)}+ (ω − ω(1)) if α is in ω(1)

undefined otherwise

442

I have restricted merge here by identifying a privileged member of a given workspace—443

the first member ω(1). This is what is sometimes referred to as the root of the tree. This444

is a justifiable step in that the first member of a workspace has a unique property among445

workspace members—the existence of a workspace depends only on the existence of its first446

member. That is, there are workspaces of length 1, 2, 3, etc but no workspaces of length 0.447
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A corollary of this is that the proposition in (43) is only true for i = 1.448

(43) For every workspace ω, ω(i) is defined.449

By restricting merge in this way, we can rule out the derivation in (41). All instances of450

merge2 modify WS(1). WS′′(1) and WS′(1) in (41) are identical. Therefore No instance of451

MERGE2 could derive WS′′ from WS′.452

Being a computational procedure, MERGE ought to proceed in steps. Therefore, it453

should be a curried (or schönfinkeled) function. So, MERGE would be defined as in (44),454

with M standing in for the intension of MERGE (i.e., the right side of the arrow in (40)).455

(44) MERGE = (λω.(λα.M))456

Curried functions are a variety of higher-order functions because they have functions as457

outputs in contrast first-order functions whose inputs and outputs are strictly non-functional.458

Under this version of MERGE a step of external merge is divided into two steps as in (45).459

(45) a. MERGE(W) → MERGEW
460

b. MERGEW(X) → MERGEW,X → {X, W(1)}+ ((W− X)−W(1))461

Note here that, since lambda abstraction and reduction is sensitive only to the form of the462

variables, the order of these steps, dictated by the order of lambda expressions in (44), is463

arbitrary. We could, in principle, reorder the lambda expressions in (44) and we would have464

a different order of operations in (45) with the same result. This fact will come into play465

shortly.466

The map function In the previous section I noted that curried functions are a class of467

higher-order functions because they have functions as outputs. In this section I will introduce468

a higher-order function that takes functions as inputs—the map function—which will be key469

to achieving lockstep parallel derivations. Informally speaking, map takes a function and470

applies it to a list of arguments. Formally, map is defined in (46).471

(46) map(f, 〈x0, x1, . . . xn〉)→ 〈f(x0), f(x1), . . . f(xn)〉472
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Now, lets consider how lockstep parallel derivations would proceed. The stage at which473

the lockstep derivation begins was given in (34) and repeated here as (47).474

(47)

〈
[{make, {the, error}},Voice, . . . , T ]WS1,

[{deliberately},Voice, . . . , T ]WS2, [Sharon]WS3

〉
475

The next step is to merge Voice in WS1 and WS2 and to do that we start with MERGE476

curried in the reverse order of (44), shown in (48), with and α and ω ranging over SOs and477

workspaces, respectively.7478

(48) R-MERGE = (λα.(λω.M))479

Our first step, then, is to apply R-MERGE to Voice as in (49)480

(49) R-MERGE(Voice) → R-MERGEVoice
481

Next we map this function to WS1 and WS2 as in (50).482

(50) map(R-MERGEVoice, 〈WS1, WS2〉) →

〈
[{Voice, {make, {the, error}}}, . . . , T ],

[{Voice{deliberately}}, . . . , T ]

〉
483

And so on like that for the remainder of the derivation map-ing a curried MERGE to484

sequences of workspaces. Thus we can derive (30).485

Identity across workspaces If (49) and (50) are two steps in the derivation of (30), we486

still need to explain how the the two instances of Voice can be considered copies of each487

other in order to explain how one of them deletes.488

I mentioned in section 3.1.2 that, under a derivational theory of syntax, copies can be489

distinguished from repetitions in that the former share a derivational history, while the latter490

do not. In order for two objects to share a derivational history, they must have the same491

origin. The origin of any syntactic object in a given derivation is a tokening operation (Select492

in terms of Collins and Stabler (2016)) in the case of lexical item tokens or a subderivation493

in the case of derived objects like complex nominals.494

7Note, though, that R-MERGE is not a newly proposed operation. It has the same intension as MERGE—
represented asM—with inverted lambda terms. Both R-MERGE, and MERGE, then, are derived fromM
by currying.

21



In the case of Voice, since it a lexical item token, it’s two instances in (30) must be linked495

by a single instance of the tokening operation Select, defined in (51).496

(51) Select(α, ω)→ ω + α497

Where α is a lexical item and ω is a workspace498

Of course, this operation can be curried as in (52) and mapped so that a single instance of499

Select can put a single token in two workspaces as in (53).500

(52) (λα.(λω.ω + α))501

(53) a. Select(Voice) → SelectVoice502

b. Map(SelectVoice, 〈WS1, WS2〉) → 〈WS1+Voice,WS2+Voice〉503

So, the two instances of Voice share a single tokening operation, and therefore are the same504

object.8505

4 Corroborating Evidence506

In this section, I will outline a few problems related to adjunction that the proposed theory507

provides natural solutions to. First, I will address the island-hood of adjuncts. Then, I508

will discuss parasitic gaps, whereby adjunct island-effects are ameliorated. Finally, I will509

discuss a class of facts commonly associated with Cartographic/Nanosyntactic approaches510

to syntax—adjunct ordering constraints.511

4.1 The Island-hood of adjuncts512

A well-known property of adjuncts is that they are islands to movement. Indeed, Bošković513

(To Appear) points out that, while the island-hood of many other constructions varies across514

languages, adjunct island-hood seems to be constant.9 So, for instance (54) is an ungram-515

8This also seems to be how we identify individual objects in general: I am the same individual as I was
last year because both versions of me share the same birth event—the same origin.

9Bošković notes that, since the Coordinated Structure Constraint is also constant across languages, it
should be unified with adjunct island-hood.
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matical question, and (55) is contains an ungrammatical relative clause because they both516

require an instance of wh-movement out of an adjunct.517

(54) *Whati did she eat an apple [after washing i]?518

(55) *The student whoi he invited Barbara [without meeting i]519

To see how the theory of adjuncts I propose here predicts adjunct island-hood consider the520

stage of the derivation of (54) immediately before wh-movement occurs. As shown in (56),521

the wh-expression what is in the adjunct workspace (WS2), which “scopes over” the TP.522

Note that both workspaces contain a Cwh head.523

(56)

〈
[{Cwh, {she, {T, . . . }}}]WS1,

[{Cwh, {after, {washing, what}}}]WS2

〉
524

In order to derive (54), we would need a wh-movement operation such as (57).525

(57) MERGE(WS1)(what)526

The result of this operation, however, is undefined because what is neither a member of WS1,527

nor contained in the root object of WS1.528

The operation in (58), on the other hand, is defined and would yield the stage in (59).529

(58) MERGE(WS2)(what)530

(59)

〈
[{Cwh, {she, {T, . . . }}}]WS1,

[{what{Cwh, {after, {washing, what}}}}]WS2

〉
531

This stage is problematic for two reasons. First, the Cwh head in WS1 would bear an532

unsatisfied wh-feature which would lead to a crash at the CI interface. Second, (59) would533

not yield (54) when linearized because what, being in WS2 would ordered after all of the534

words in WS1. That is, we would expect (59) to be linearized as (60).535

(60) *She ate an apple what after washing536

Thus the island-hood of adjuncts follows naturally from my proposed theory of adjuncts.537
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4.2 Parasitic Gaps538

The island-hood of adjuncts, though constant across languages, is circumvented in so-called539

parasitic gap constructions (Engdahl 1983) as in (61) and (62).10540

(61) Whati did she eat i [after washing eci]?541

(62) The student who he invited [without meeting eci]542

Here the parasitic gaps in the adjuncts, represented here as ecs, are licensed if there is a543

parallel trace in the host. This required parallelism is both syntactic—the trace and the544

parasitic gap have the same grammatical role (i.e. direct object in (61) and (62))—and545

semantic—the trace and parasitic gap co-refer.546

Here, the mechanism for ensuring lockstep derivation—higher-order functions—allows547

us to derive parasitic gaps. To demonstrate this, consider the penultimate stage in the548

derivation of (61) shown in (63).549

(63)

〈
[{Cwh, {she, {T, {. . . , whati}}}}]WS1,

[{Cwh, {after, {washing, whati}}}]WS2

〉
550

Note that the two instances of what here are copies of each other, meaning they share a551

derivational origin. The final stage of (61), given in (65) is derived in two steps given in (64).552

(64) a. R-MERGE(what i) → R-MERGEwhat i
553

b. map(R-MERGEwhat i , 〈WS1, WS2〉) → (65)554

(65)

〈
[{whati{Cwh, {she, {T, {. . . , whati}}}}}]WS1,

[{whati{Cwh, {after, {washing, whati}}}}]WS2

〉
555

As discussed in section 3.1.2, all instances of what i except for the highest instance in the556

first workspace is deleted, yielding the string (61).557

Thus parasitic gaps are naturally accounted for in the theory I propose here.558

10I represent the gaps within the adjuncts here as {ec}s because, depending on the analysis, they are
alternately identified as traces of movement or null proforms.

24



4.3 Cartography’s facts559

There are well-known restrictions on the ordering of adjectives—for instance an ordering of560

size adjectives before shape adjectives, as in (66), is preferred to the reverse order, as in561

(67).11562

(66) a small square table563

(67) ?*a square small table564

Facts such as these are explained within the cartographic/nanosyntactic framework (see565

Cinque and Rizzi 2010) with two related hypotheses. The first hypothesis is that there is a566

universal fixed hierachy of functional heads such as Size and Shape. The second hypothesis567

is that adjuncts are merged as specifiers of their appropriate functional heads.12 So, If Size568

and Shape select small and square as their respective specifiers, and Size selects ShapeP569

as its complement, then (66) can be derived, but (67) cannot.570

While the first hypothesis is compatible with the workspaces-based theory of adjuncts,571

the second directly contradicts it. A workspace-theoretic approach can, however, provide a572

different explanation, given a few auxiliary hypotheses.573

To begin, I give the derivation of (66)—a nominal phrase with an acceptable adjective574

sequence—in (68), followed by the derivation of (67)—a nominal phrase with a deviant575

adjective sequence— in (69).13576

11See Sproat and Shih (1991) for further discussion of the adjective ordering restriction
12See Ernst (2014) for a discussion of this hypothesis, which he refers to as th “F-Spec” hypothesis.
13I leave out Select operations for the sake of brevity.
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(68)

(Start)

〈[{small},Size]WS1,

[{square},Size,Shape]WS2,

[
√
table, n,Size,Shape]WS3

〉
0

R-MERGE(n)(WS3) →

〈[{small},Size]WS1,

[{square},Size,Shape]WS2,

[{
√
table, n},Size,Shape]WS3

〉
1

map(R-MERGE(Shape))(〈WS2,WS3〉) →

〈[{small},Size]WS1,

[{Shape, square},Size]WS2,

[{Shape, {n,
√
table}},Size]WS3

〉
2

map(R-MERGE(Size))(〈WS1,WS2,WS3〉) →

〈[{Size, small}]WS1,

[{Size, {Shape, square}}]WS2,

[{Size, {Shape, {n,
√
table}}}]WS3

〉
3

577

(69)

(Start)

〈[{square},Size,Shape]WS1,

[{small},Size]WS2,

[
√
table, n,Size,Shape]WS3

〉
0

R-MERGE(n)(WS3) →

〈[{square},Size,Shape]WS1,

[{small},Size]WS2,

[{
√
table, n},Size,Shape]WS3

〉
1

map(R-MERGE(Shape))(〈WS1,WS3〉) →

〈[{Shape, square},Size]WS1,

[{small},Size]WS2,

[{Shape, {n,
√
table}},Size]WS3

〉
2

map(R-MERGE(Size))(〈WS1,WS2,WS3〉) →

〈[{Size, {Shape, square}}]WS1,

[{Size, small}]WS2,

[{Size, {Shape, {n,
√
table}}}]WS3

〉
3

578

The key point of comparison here is between respective second steps, in which Shape is579

merged. In (68), this step maps R-MERGE(Shape) to a contiguous sub-sequence of the580
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active workspaces. In (69), on the other hand, this step maps the same curried function to581

a non-contiguous sub-sequence. If we make the auxiliary hypothesis that mapping over a582

contiguous sequence is more computationally efficient than mapping over a non-contiguous583

sequence, then we have a possible explanation of the deviance of (67) and, by extension, a584

possible explanation of adjunct ordering restrictions. That is, violations of adjunct ordering585

restrictions, rather than being violations of selection restrictions, are the result of suboptimal586

derivations.587

Under the present approach, adjectives still merge with their respective functional heads,588

but as complements. That is, the structural relation between functional heads, like Size,589

and modifiers, like small, is the same as the relation between roots and their categorizing590

heads. It follows from this that modifiers merged with the interpretive relation between591

functional head and modifier should be the same as the one between categorizing heads and592

roots. This prediction is borne out in the intuitive understanding of polysemy.593

Consider, for instance, how one would define the word work. Since it is polysemous we594

would have to give a list of definitions—we would say “work as a noun means . . . ” followed595

by “work as a verb means . . . ”, or vice versa. We could formalize these as in (70).596

(70) a. SEM({n,
√
work}) = . . .597

b. SEM({v,
√
work}) = . . .598

Now compare this to the adjective light which is many ways polysemous. Our list of def-599

initions would be as follows—“light as a colour adjective means . . . ”, “light as a weight600

adjective means . . . ”, “light as an evaluative adjective means . . . ”, and so on. Again, we can601

formalize these as in (71).602

(71) a. SEM({Colour, light}) = . . .603

b. SEM({Weight, light}) = . . .604

c. SEM({Value, light}) = . . .605

In both cases, we replace the as-a relation with the head-complement relation. If such606
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a move were made in isolation, it would would be quite innocuous, even trivial. In the607

current context, though, the move was a logical result of a substantive hypothesis and should,608

therefore, be seen as corroborating evidence in favour of that hypothesis.609

5 Apparent Counterexamples610

Any worthwhile scientific theory should make empirical predictions. The preceding section611

discusses some of the correct empirical predictions of the theory that I have proposed. An612

honest assessment of the history of science, however, would show that most new theories613

make several wrong empirical predictions.14 In this section I will discuss three apparently614

faulty predictions of my theoretical proposal.615

The first such prediction is that host elements cannot c-command any adjunct elements616

unless they are also adjunct elements. There are many instances, though, in which a pronoun617

in the host clause is able to bind, and therefore c-command, an R-expression in an adjunct.618

The second is that, according to my proposal, a host and adjunct do not form a constituent.619

Many standard constituency tests, though, suggest otherwise. Finally, my proposal predicts620

that all adjuncts are islands, though there are certain classes of apparent adjuncts which621

allow wh-extraction from them.622

In the remainder of this section I will discuss each of these in turn.623

5.1 Adjuncts and Principle C624

An anonymous reviewer notes that despite my proposal’s predictions to the contrary, there625

is evidence that elements in the host of a sentence can c-command into an adjunct. The626

evidence that they gave was in the form of the principle C violation in (72).627

(72) Hei/∗j asked which picture that Johnj liked Mary bought.628

14Feyerabend (1993) goes farther, arguing that every successful theory began its life unable to account
for all of the phenomena that its predecessors accounted for. See also Piattelli-Palmarini, Uriagereka and
Salaburu (2009, pp. 35–36) for discussion of early empirical falsification of special relativity.
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Other than the island constraints, there is perhaps no greater source of data that informs629

theorizing about adjuncts than binding principle C. Unlike the data from island constraints—630

which is rather uniform—the data from principle C is varied and rather muddy.631

Lebeaux (1988), for instance showed that fronted phrases that contained adjuncts showed632

antireconstruction effects with respect to principle C. Compare the sentences in (73) and (74).633

(73) a. * Hei destroyed those pictures of Johni.634

b. * Hei destroyed those pictures near Johni.635

(74) a. * Which pictures of Johni did hei destroy?636

b. Which pictures near Johni did hei destroy?637

The ungrammatical sentences in (73) show that he is able to bind into both an argument638

(as in (73a)) and an adjunct (as in (73b)). Their counterparts in (74), however, show that639

binding survives wh-movement for the argument case (74a), but not the adjunct case (74b).640

Lebeaux uses this as evidence for his claim that adjuncts are added late. In modern terms,641

Lebeaux would propose that in (74a), there is a copy of John in the c-command domain of642

he, whereas in (74b) John only exists in the fronted wh-phrase.643

Based on this data, we could propose the generalization in (75).644

(75) Lebeaux’s Generalization645

If A is adjoined to X, and Y c-commands X, then Y c-commands A and its contents,646

unless A has been fronted.647

Speas (1990, pp. 51–52), however, presents data that confounds such a generalization, show-648

ing that some types of adjuncts trigger principle C violations even when fronted.649

(76) Temporal location vs. locative650

a. In Beni’s office, hei is an absolute dictator.651

b. * In Beni’s office, hei lay on his desk.652

(77) Rationale vs. benefactive653
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a. For Maryi’s valor, shei was awarded a purple heart.654

b. * For Maryi’s brother, shei was given some old clothes.655

(78) Temporal vs. locative656

a. On Rosai’s birthday, shei took it easy.657

b. * On Rosai’s lawn, shei took it easy.658

(79) Temporal vs. instrumental659

a. With Johni’s novel finished, hei began to write a book of poetry.660

b. * With Johni’s computer, hei began to write a book of poetry.661

So, there are cases in which host-elements seem to c-command into adjuncts and there are662

cases where they do not.663

Faced with such a situation, an theorist of adjuncts has two options, neither of which is664

good. Either they construct a theory in which the c-command into adjuncts is predicted to665

be the norm or they construct a theory in which c-command into adjuncts is barred as the666

norm. In either case the theorist will have exceptions when it comes to the principle C data667

presented here.668

Beyond the muddiness of the principle C data, I would be remiss if I didn’t note two of669

its shortcomings as a source of theoretically useful data. First is the fact that we currently670

lack a proper theory of binding within the biolinguistic/minimalist theory. Hornstein (2009,671

pp. 20–25) proposes a theory of principles A and B, but stops short of discussing principle672

C in detail. Second, there is some evidence that principle C binding is not entirely based on673

c-command. Compare the sentences in (80).674

(80) a. * Hisi mother loves himselfi.675

b. Hisi/j mother loves himi.676

c. Hisi/∗j mother loves Johnj.677

The principle A violation in (80a) and the lack of principle B violations in (80b), taken678

together, suggest that the prossessive pronoun his does not c-command the direct object679

30



(himself /him). The principle C violation in (80c), however, sugguest that his does indeed680

c-command the direct object John.681

It is possible, then, that further development of the proposed theory of adjuncts in tandem682

with a theory of binding could eventually yeild a theory in which all the data adduced in683

this section is accounted for. It is also possible that these facts are natuarlly accounted for684

by another theory of adjuncts. Since there is no current candidate for this other theory of685

adjuncts, I will leave the datapoints in this section as fodder for future research.686

5.2 Adjuncts and Constituency tests687

If adjuncts are completely separate objects from their hosts, as this paper proposes, then688

host and adjunct together should not form a constituent. An anonymous reviewer, however,689

points out that if a sentence like (1) undergoes VP-fronting, the adverbial adjunct is fronted690

along with the VP host as in (81).691

(81) Sing the song with gusto, Rosie did.692

This seems to indicate, contra my proposal, that sing the song with gusto is a constituent.693

There is however, an alternative explanation once one considers the fuller theory of grammar694

which my proposal is embedded in.695

The first hint at this explantaion is that the thing that moves in VP-fronting is likely696

a phase which, according to Chomsky (2013), means it has undergone labeling. Consider,697

then, the structure of the fronted “VP” which undergoes labeling in (82).698

(82)

〈
[{Voice, {sing, {the, song}}}]WS1 , [{Voice, {with, gusto}}]WS2

〉
699

The labeling algorithm of Chomsky (2013) does a minimal search and returns the most700

prominent element of an object as its label. In the case of both the host in WS1 and the701

adjunct in WS2, the label will be Voice. What’s more, by hypothesis, the Voice head in the702

host and the one in the adjunct are copies of each other, which means the respective labels703

of the object will be copies of each other.704
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Now, turning to the actual process of VP-fronting, let’s hypothesize that, when possible,705

syntactic operations refer to labels, rather than whole objects. This, I believe, is a reas-706

noable hypothesis, because searching for a single atomic element is likely more efficient than707

searching for a complex object. This gain in efficiency, though, comes at a cost of precision.708

Consider, the stage of the penultimate stage of the derivation of (81), shown in (83).709

(83) 〈[{C, {T, {. . . }}}]WS1〉710

The VP-fronting step will be one of internally MERGE-ing Voice, as in (84)711

(84) MERGE(WS1)(Voice)712

Since the host and the adjunct are both labeled by the same Voice head, they will both be713

targeted by this MERGE operation and therefore they will be fronted together.714

Note that this explanation predicts that VP-fronting always fronts any VP adjuncts along715

with their hosts. This prediction does seem to be borne out as shown by the fact that the716

VP host cannot be fronted on its own as in (85)717

(85) * Sing the song Rosie did with gusto.718

Note that other constituency tests, which likely do not involve an actual movement operation,719

are able to target the host, the adjunct, and both together.720

(86) a. It was sing the song with gusto that Rosie did.721

b. It was sing the song that Rosie did with gusto.722

c. It was with gusto that Rosie sang the song.723

(87) We expected Rosie to sing the song with gusto, and . . .724

a. she did so.725

b. she did so with gusto.726

c. she sang the song so.727

There is, no doubt much more to be said about this data, and its implications for the728

interpretation of constituency tests. I will leave that discussion for future research, noting729

32



only that the data in question does not seem to rule out a workspace-based theory of adjuncts.730

5.3 Non-Island Adjuncts731

I argued in section 4.1 that my theory of adjuncts predicts their islandhood. Several com-732

mentors, though, note that this prediction is contradicted by cases in which adjuncts seem733

not to be islands to movement. In particular, they point to the cases investigated by Truswell734

(2011), such as those in (88).735

(88) a. What did you come round [to work on ]?736

b. Who did John get upset [after talking to ]?737

c. What did John come back [thinking about ]? (Truswell 2011, p. 129)738

Truswell (2011) argues that extraction out of adjuncts is governed by what he dubs the739

Single Event Grouping Condition, given in (89), with auxiliary defintions in (90) and (91).740

(89) The Single Event Grouping Condition (Truswell 2011, p. 157)741

An instance of wh-movement is legitimate only if the minimal constituent containing742

the head and the foot of the chain can be construed as describing a single event743

grouping.744

(90) An event grouping E is a set of core events and/or extended events {e1, . . . en} such745

that:746

a. Every two events e1, e2 ∈ E overlap spatiotemporally;747

b. A maximum of one (maximal) event e ∈ E is agentive. (Truswell 2011, p. 157)748

(91) An event e is agentive iff:749

a. e is an atomic event, and one of the participants in e is an agent;750

b. e consists of subevents e1, . . . en , and one of the participants in the initial751

subevent e1 is an agent. (Truswell 2011, p. 158)752
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If the possibility of wh-extraction is governed by purely semantic considerations, as Truswell753

suggests, then theories,such as the one proposed in this paper, which derive island-hood on754

purely syntactic grounds are wrong-headed. There are, however, a few theoretical flaws in755

Truswell’s proposal that seriously hamper its adequacy as a purely semantic account.756

The first flaw, perhaps a minor one, is in the definition of an agentive event in (91). The757

first condition in that definition requires that agentive events be atomic events, while the758

second allows for that atomic event to consist of multiple subevents. By definition, however,759

atoms are not divisible, so this is a contradiction in terms. Perhaps this can be fixed, but760

the second flaw is a deeper one.761

The second flaw is that the very notion of an event is not well enough defined to form the762

basis of a theory of wh-extraction. The condition in (89) requires that event groupings be763

countable—some expressions describe one event grouping while others must describe mutiple764

event groupings—and therefore they must be discrete in some way. That discreteness cannot765

come from the extra-mental world, where phenomena are continuous, a conclusion with which766

Truswell seems to concur, and therefore must have some cognitive source. While Truswell767

discusses a wide variety of data regarding event individuation, he does not present a theory768

of it. The closest he comes is the proposal that event (or event groupings) can have at most769

one agent, and Fodor’s Generalization, given in (92).770

(92) .Fodor’s Generalization (Truswell 2011, p. 49)771

A single verb phrase describes a single event.772

These two claims, however, seem to be in tension when we consider (93) and the event it773

describes.774

(93) Susan sold Geri a book.775

Intuitively, this sentence discribes a single event, and Fodor’s Generalization would back776

that up, however, it seems to describe an event with two agents. In order for a event to be777

an event of selling, there must be two active, intentional, willing, participants (i.e., Agents)778
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enacting the event. If one of those participants is not an Agent, then the event becomes one779

of theft, or foisting-upon, or the like. And, contra (89)-(91), wh-movement is allowed in a780

sentence like (93) as shown in (94).781

(94) What did Susan sell Geri?782

Truswell, then, is unable to provide a semantic basis for event individuation.783

It is more plausible that event individuation is governed by syntactic principles such as784

(92). If this is the case, then even if Truswell’s analysis is correct, wh-movement is governed785

by syntactic principles. It follows from this that, if the non-island adjuncts represented in786

(88) form a class, then that class must be defined syntactically. In fact, if we compare the787

examples in (95)-(98) to those in (1)-(4) we see that so-called rationale aduncts, which are788

not islands (see (88)), are decidedly less free than, say manner and temporal adverbials.789

(95) Zoe came around the cafe to work on her novel.790

(96) Zoe came around the cafe.791

(97) Zoe came around the cafe to work on her novel to impress the cute barista.792

(98) Zoe came around the cafe to impress the cute Barista to work on her novel.793

While all of these are grammatical, the hosts and adjuncts are not independent of each other794

as they are in (1)-crefex:DinnerGusto and as my theory predicts they would be. In (97), for795

instance, impressing the barista depends of working on the novel, while in (98), the reverse796

is the case.797

So, my proposed theory of adjuncts can be maintained against Truswell’s data, by making798

one of two theoretical moves. We could divide adjuncts into free adjuncts and restricted799

adjuncts and limit the scope of my theory to the former, or we could make the stronger claim800

that the so-called adjuncts that Truswell (2011) is concerned with are not truly adjuncts and801

therefore not within the scope of my theory. I see no reason not to make the latter move.802
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6 Conclusion803

I have argued in this paper that the basic facts about adjuncts only make sense if we assume804

that adjuncts are not truly attached to their hosts. While previous theories of grammar have805

not offered any way of formalizing this assertion, I proposed that the relatively new notion806

of workspaces offers such a possibility. That is, I proposed that adjuncts, like arguments, are807

derived in their own workspaces, but, unlike arguments, they are not incorporated into the808

“main” workspace. I formalized this proposal and, in the process, proposed a workspace-809

based formalization of MERGE. I then applied this formalized proposal to some general-810

izations related to adjunct—Islands, Parasitic Gaps, and adjective ordering constraints—811

showing that those generalizations are either predicted by my proposal or consistent with812

it.813

Before concluding, though, I would like to discuss some possible implications of some of814

my proposals—specifically, the introduction of higher-order functions. My proposal makes815

crucial use of the higher-order function map, and this suggests an obvious minimalist criticism—816

namely that I have introduced unnecessary complexity to the grammar. Put concisely: If817

adding Pair-Merge to the grammar is illegitimate, then why isn’t the addition of map? I818

will propose and discuss two possible answers to this challenge. First, I will discuss the pos-819

sibility that higher-order functions like map are derivable from MERGE—that they “come820

for free”. Second, I will discuss the possibility that it is these higher-order functions, rather821

than MERGE, which are the fundamental basis of language.822

The idea that one could derive higher-order functions from MERGE begins with the823

suggestion—made frequently by Chomsky15—that internal MERGE is sufficient to explain824

the human faculty of arithmetic. The reasoning is as follows: The simplest case of Merge is825

vacuous internal Merge (Merge(x) → {x}), which is identical to the set-theoretic definition826

of the successor function (S(n) = n + 1). Since the arithmetic is reducible to a notion of 0827

or 1, the successor function and a few other axioms, Merge suffices to generate arithmetic.828

15See Chomsky (2019, p. 274) for an instance in writing.
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The process of learning arithmetic, then, is merely the process of setting the axioms of the829

system.830

This result should not be surprising, though, since theoretical models of computation831

are closely linked to arithmetic. In fact, early models of computation were largely models832

of arithmetic—where the set of determinable functions that could be represented in model833

X is the set of X-computable functions on the natural numbers. An assumption generally834

made, called the Church–Turing thesis, is that a general class of computable functions is835

identical to the class of functions computable by a Turing machine. So, if we assume that a836

Merge-based computation system is capable of general computation, then it should be capa-837

ble of performing every computable function. Since higher-order functions are computable838

functions, then a Merge-based system should allow for them.839

This reasoning hinges on a few hypotheses, but even if it could be done completely840

deductively, it would still face the serious problem that models of computation and related841

systems assume a strict distinction between operations and atoms. Take, for instance, the842

process of deductive reasoning, which derives statements from from statements following843

rules of inference. In this case our operations are the rules of inference and the atoms are the844

statements. As Carroll (1895) famously illustrated, it is very easy to blur the lines between845

a rule of inference—such as modus ponens, given in (99)—and the logical statement in (100),846

but doing so renders the system useless.847

(99)
P → Q,P

Q
848

(100) ((P → Q)&P )→ Q849

The former is a rule of inference that may or may not be active in a logical system, while the850

latter is a statement which may or may not be true in a logical system. If a system doesn’t851

explicitly include (99) but can effectively perform it, we can say that the system in question852

can simulate (99). If a system can prove (100) without it being an axiom, then we can say853

that the system generates (100).854

In the grammatical system that I have been assuming, MERGE corresponds to the rules of855
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inference, and the syntactic objects and workspaces correspond to the atoms. In my reasoning856

above, I concluded that a MERGE-based system could simulate higher-order functions like857

map, but it cannot be concluded from this that map could be an integral part of adjunction.858

The human mind is capable of simulating wide variety of systems. For instance, a skilled859

Python programmer is effectively able to simulate a Python interpreter, but such a simulation860

requires learning, practice and considerable mental effort. Adjunction, on the other hand,861

seems to be fully innate and mostly effortless.862

The second possibility is to propose that higher-order functions, or some principle that863

allows for them, are the basis for language. That is, we accept the minimalist evolutionary864

proposal that a single mutation separates us from our non-linguistics ancestors, but we pro-865

pose that instead of MERGE/Merge, the result of that mutation was higher-order functions.866

There are a number of issues of varying levels surmountability with this proposal which I867

discuss below.868

The first issue is that, while Merge/MERGE is a single operation and, therefore, easily869

mappable to a single genetic change, higher-order functions are a class of functions, making870

the task of linking them to a single mutation non-trivial. However, if they do form a (natural)871

class of functions, then they must share some singular feature, which can be mapped to a872

single mutation. The definition of a higher-order function as one that takes or gives a function873

as an input or output, respectively, suggests a such a feature—abstraction.874

If abstraction is to be the defining feature of the faculty of language, then it behooves us875

to give a concrete definition of it. In the mathematico-computational sense, abstraction can876

be seen as the ability of system to treat functions as data. Applied to our cognitive system,877

this seems to allow meta-thinking—thinking about thinking, reasoning about reasoning,878

reflecting upon reflections, and so on, what Hofstadter (1979) calls “jumping out of the879

system.” This kind of meta-thinking, though, is commonly associated with consciousness,880

which leads to two problems with this approach. The first problem is the hard problem881

of consciousness—if abstraction and consciousness are the same, then we may never fully882
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understand either. The second problem is more mundane—We are no more conscious of883

adjunction than we are of MERGE, yet my reasoning here suggests that perhaps we should884

be conscious of the former.885

There is however, a third possibility—a synthesis of the two previous possibilities. The886

early results of computability theory (Gödel 1931; Turing 1936) made crucial use of abstraction—887

using, say, number theory to reason about the axioms and operations of number theory. In888

fact, every simple model of computation allows for abstraction of the sort I am considering889

here.16 This seems to suggest that the choice between the two possibilities above is a false890

one—that MERGE and abstraction cannot truly be disentangled. This does not allow us to891

avoid the problems that I have raised, though, but it does suggest that they can be combined892

and perhaps be solved together.893
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