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It  is  genera lly  recognised  that  a  compreh e n s ive  theory  of  human

languag e s  comprises  of  three  basic  questions:  (1)  what  is  it,  (2)

how  it  is  acquired,  and  (3)  how  did  it  evolve  (Jenkins  2000).  I  am

setting  aside  arguably  subsidia ry  questions  like  (4)  what  is  its

neural  architec tu r e ,  and  (5)  how  is  it  put  to  use  in  a  popula tion.  I

am  setting  (4)  aside  because  the  neural  basis  of  language  is  just  an

assumption  which  parasi tically  depends  on  answers  to  (1)- (3);  that

is,  unless  we  know  what  languag e  is  and  how  it  evolved,  we  do  not

know  what  to  look  for  in  the  brain  (Mukherji  Forthcoming).

Nothing  really  is  lost  in  linguis tic  explana tion  if  we  do  not  have

accompa nying  neural  descrip t ions ,  if any.  

I  am  also  setting  (5)  aside  because  language  is  put  to  use  in  a

popula t ion  primarily  through  sound- meaning  correla tions,  which  is

the  topic  for  this  essay.  I  do  not  wish  to  prejudge  the  issue  at  this

stage.  As  we  will  see,  whethe r  the  sound  componen t  of  language  is
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essen tial  for  linguis tic  explana tion  is  curren tly  a  conten tious  issue.

We  will  see  that,  for  some  authors ,  a  single  person  without

recours e  to  the  sound  system  is  enough  to  put  languag e  to  use  for

const ruc t ing  ‘inner’  though ts .  Notice  that,  if  this  view  holds,  then

the  discipline  of  linguis tic  typology  basically  disappe a r s  or  it

becomes  a  discipline  of  marginal  intere s t ,  as  we  will  shortly  see.

As  with  the  rest  of  the  sciences ,  especially  for  the  biological

sciences ,  it  is  plausible  to  hold  that  we  must  reach  some  stable

answer  to  (1)  regarding  the  natu re  of  human  languag e  before  we

can  begin  to  address  the  other  ques tions .  In  that  sense,  once  we

have  answere d  (1)  in  a  cer tain  way,  some  conseque n c e s  for  the

other  issues  follow.  For  example,  at  a  stage  of  theory  1,  say,

suppose  we  have  a  corresponding  evolutiona ry  picture  which  also

appear s  to  be  plausible  on  independ e n t  grounds  such  as

archaeological  records .  Now,  if there  is  a  major  change  from  theory

1  to  theory  2,  we  may  ask  whethe r  the  changed  theory  fits  the

archaeological  picture  already  established,  or  whethe r  a

corresponding  change  in  evolutionary  theory  is  also  motivated.  

I  sugges t  that  such  a  situa tion  of  possible  theore t ical  conflict

may  be  emerging  regarding  the  issue  of  sound- meaning

correla tion.  In  par ticula r ,  I  argue  that  the  recent  proposal  by

Rober t  Berwick  and  Noam  Chomsky  (2016)  that  the  sound

componen t  of  the  design  of  language  is  ‘ancillary’  may  be

questioned  on  evolutiona ry  grounds.  For  the  modes t  purposes  of

this  paper ,  I will  keep  only  to  the  sugges t ed  form  of  challenge  from
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evolutiona ry  theory;  it  is  not  ruled  out  that  the  Berwick- Chomsky

thesis  may  be  questioned  from  other  direc tions  also,  as  we  briefly

indicate  near  the  end  of  the  paper .

Mystery  of  langu a g e

The  topic  of  evolution  of  human  language  is  par ticula r ly  intriguing

becaus e  human  languag es  are  unique  biological  objects  in  natu re .

No  other  nonhum a n  species  is  endowed  with  anything  compara ble

to  human  languag e .  No  doubt ,  there  are  some  unique  featu re s  in,

say,  human  limbs  and  eyes  as  well.  However ,  it  is  safe  to  proceed

on  the  assumption  that  human  limbs  and  eyes  are  modifications  of

biological  forms  found  elsewher e  in  natur e .  In  fact,  it  is  well- known

that  the  human  visual  system  is  one  of  only  five  visual  systems  that

have  evolved  in  natu re .  More  specifically,  the  human  three- cone

photorece p to r s  are  common  among  apes  and  monkeys.

In  contras t ,  the  languag e  system  is  not  replica ted  anywhere  else

in  nature .  Hence,  a  theory  of  languag e  needs  to  explain  which

componen t s  of  the  languag e  system  are  truly  unique  and  how  they

came  about .  To  see  the  significance  of  this  require m e n t  for

languag e- theory,  consider  a  recen t  proposal  by  Berwick  and

Chomsky  (2016,  2).  According  to  them,  the  ‘basic  proper ty’  of

languag e  is  that  it  is  a  finite  computa t ional  system  yielding  an

infinity  of  expressions ,  each  of  which  has  a  definite  interp r e t a t ion

in  semantic- pragm a t ic  and  sensorimotor  systems  (informally,

though t  and  sound)’.  This  descrip tion  of  the  basic  prope r ty  of
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languag e  has  two  parts:  computa t ional  system  with  unbound e d

genera t ivity,  and  the  two  systems  of  interp r e t a t ion .

Arguably,  there  is  little  novelty  in  the  first  par t:  computa t ional

structu r e s  by  themselves  are  found  all  over  natu re  in  the  structu r e

of  galaxies,  continen ta l  shelves,  sunflowers ,  zebra  stripes  and  the

like  (Stewar t  1995,  Flake  1998,  Stewar t  2001,  Carroll  2005).  Even

for  cognitive  systems,  even  though  unbound ed  genera t ivity  is  not

found  anywher e  else  in  the  organic  world, 1 many  human  domains

seem  to  have  very  similar  genera t ive  power.  The  human  numbe r

system  is  an  immedia t e  case  in  point  (Chomsky  2005,  Hause r

2008);  other  human  genera t ive  systems  include  the  system  of

music  (Katz  and  Pesetsky  2009,  Mukherji  2010,  Asano  and  Boeckx

2015)  and  the  human  kinship  system  (Hale  1966,  Jones  2010).

Authors  have  even  argued  for  genera t ivity  in  early  hominid  tool-

making  (Stout  2011,  Uomini  and  Mayer  2013,  Joordens  et  al.  2015,

Brooks  et  al.  2018).  In  fact,  the  human  form  of  genera t ivity  could

well  be  a  genera l  prope r ty  of  human  cognition  marking  the  real

1 I  am  setting  aside  false  claims  of  genera t ivity  or  computa bili ty

(including  claims  about  the  presence  of  the  opera t ion  External

Merge  in  some  cases)  in  animal  studies  involving  insects  (Gallistel

1998),  bird- songs  (Miyagawa  2017),  capuchin  monkeys  (McGonigle

et  al.  2003),  baboons  (Seyfar th  et  al.  2005),  Japanes e  macaques

(Schino  et  al.  2006),  chimpanzees  (Fujita  2014)  etc.  The  issue  is

fully  discussed  in  Mukherji  (forthcoming).
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distinction  betwee n  human  and  nonhum a n  mental  systems

(Mukherji  2009,  Miyagawa  et  al.  2018,  Mukherji  Forthcoming).

I  mentioned  that  there  are  two  parts  to  the  Berwick- Chomsky

charac t e r i sa t ion  of  languag e.  The  real  novelty  of  human  languag e

is  that  its  unbound e d  genera t ivity  is  geared  to  interp r e t a t ion  of

sound  and  though t .  Berwick  and  Chomsky  only  mention  the  output

of  the  system,  that  is,  the  structu r e s  genera t e d  for  interp r e t a t ion  at

the  two  interfaces ;  they  do  not  mention  the  input  to  the  system.

However ,  a  theory  of  the  specific  computa t ional  system  of  human

languag e  must  explain  where  the  resources  for  the  inputs  to  the

system  are  coming  from  such  that  unbounde d  struc tu r e s  are

genera t e d  for  the  interp r e t ive  interfaces  of  sound  and  meaning.

What  is  truly  unique  about  human  languag e  is  its  specific

interp r e t ive  charac t e r :  the  language  system  consists  of  units  of

sound  and  units  of  though t  or  meaning  that  are  correla t ed  to

produce  what  is  commonly  called  a  word ; words  are  units  of  sound-

meaning  correla tion.  The  computa t ional  system  of  human  language

impleme n t s  a  combina to rial  opera t ion—cur r e n t ly  called  Merge —

that  puts  words  togethe r  in  an  unbounde d  fashion.  Even  if  think  of

snowflakes  and  coastal  lines  as  computa t ional  structu r e s ,  the  units

for  such  computa t ions  have  no  parallels  with  the  units  of  human

languag e;  neither  do  the  units  for  music,  numbe r s ,  kinship,  tool-

making  and  the  like  have  parallels  with  language .  In  effect,  the

languag e  system  has  two  aspect s  of  wonder ,  word- formation  and
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word- combina tion.  So,  the  big  question  for  the  languag e- theoris t  is,

where  are  these  things  coming  from?

We  have  already  noted  that  no  nonhum a n  animal  displays

genera t ivity.  It  turns  out  that  no  other  animal  has  anything  like

words  as  well.  Animals  do  have  impressive  call  systems;  some

species  of  birds  display  pret ty  complex  ‘songs’.  However ,  whatever

be  the  complexity  of  bird- songs  of  a  species,  they  are  given  to  the

species  at  once,  that  is,  they  are  fixed  for  the  species.  A  given

species  of  birds  cannot  genera t e  new  songs  precisely  because  there

are  no  word- like  units  in  these  songs;  arguably,  there  are  some

‘syllabic’  units  at  best.  Moreover ,  there  is  no  evidence  that  bird-

songs  correla t e  with  anything  in  the  sense  in  which  human  words

display  sound- meaning  correla t ion.  At  best,  bird- songs  relate  to

some  contexts,  such  as  presenc e  of  a  mate,  as  a  whole  (Berwick  et

al.  2011,  Hause r  et  al.  2014).  In  contras t ,  some  animal  call  systems

do  have  sounds/signals  that  seem  to  have  a  ‘referen tial’  connec tion

with  items  in  the  world  such  as  prey,  preda to r ,  mate,  food  etc.

However ,  again  each  call  and  its  ‘referen t ial’  function  is  fixed  for

the  species  and  there  are  just  a  handful  of  them.  So,  these  are  at

best  a  very  finite  system  of  sound- stimulus  associa tions .  

The  human  collection  of  words,  called  the  lexicon ,  is  radically

differen t  from  the  nonhum a n  systems  in  two  fundame n t a l  ways.

First ,  although  humans  do  talk  about  the  world  in  a  manne r ,  it  is

not  achieved,  contra ry  to  Quine  (1960),  via  direc t  associa tion

between  sounds  and  some  stimulus- condition.  As  Noam  Chomsky
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(2000),  and  other s  such  as  Mukherji  (2010),  have  extensively

argued,  notions  like  reference  and  denota t ion  do  not  apply  to  the

human  lexicon,  even  for  the  so- called  proper  names.  Human

‘reference’  is  an  extrem ely  complex  process  that  is  activated  via  a

vast  concep tual  network;  the  network  consists  of  a  large  store  of

concep ts  that  are  organized  at  various  levels  of  genera lity  and

access .  In  fact,  recen t  work  sugges t s  that  large  parts  of  the  human

referen tial  function  are  driven  by  syntax  itself  (Hinzen  2007,

Hinzen  and  Sheeha n  2013);  hence,  such  modes  of  reference  are  not

available  to  animals.

Unsurp ri singly,  very  little  is  known  about  animal  concep tu al

systems,  if any.  However ,  it  is  most  unlikely  that  animal  concep tua l

systems  ente re d  human  concep tual  system  even  in  par t  during

hominid  evolution.  For  example,  it  is  unclear  if  chimpanzees ,  the

‘smart es t’  of  animals,  have  any  concept s  at  all  that  eventually

ente re d  into  human  symbolization.  Berwick  et  al.  (2013,  92- 3)

repor t  Laura  Ann  Petito’s  work  to  sugges t  that  chimpanzees  fail  to

use  anything  like  the  human  concep t  of  apple  with  the  label  apple .

It  seems  to  follow  that  they  do  not  really  have  the  concept  of  apple

the  way  humans  do,  apples  are  just  associa ted  with  a  variety  of

stimulus- conditions;  it  could  be  that  they  do  not  have  human  name-

like  kind- concep ts  at  all.  This  result  falls  in  place  with  Daniel

Povinelli’s  classic  work  sugges t ing  that  apes  cannot  demons t r a t e

individual  objects  (Povinelli  2000).  The  upshot  of  this  discussion  is

that  the  units  of  human  though t—conce p t s—wer e  most  probably
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not  borrowed  from  non- hominid  sources;  that  is,  human  concep ts

have  likely  to  have  evolved  in  the  post- chimpanze e  hominid  line

itself.

The  other  fundame n t a l  way  in  which  human  language  differs

from  animal  call  systems  is  even  more  dramat ic.  Unfortuna t e ly,  this

aspec t  of  human  languag e  is  seldom  stress ed  in  the  biolinguis tics

litera tu r e .  The  remarka ble  fact  is  that  human  sound- meaning

correla tions  are  effectively  unbound e d  themselves,  and  that  they

are  not  fixed  for  the  species .  There  are  thousands  of  language s  and

dialec ts ,  each  with  over  hundred  thousand  words  in  its  lexicon.

Except  for  some  rare  overlap  due  to  historical  and  geograp hical

reasons,  these  sound  systems  are  essentially  independ e n t  of  each

other;  it  is  hard  to  locate  any  commonali ty  in  the  sound  betwee n,

say,  Khoisan,  Pashtu,  Bangla,  Warlpiri,  and  Manda rin.  No  doubt ,

there  are  some  universal  feature s  in  the  basic  phonemic  element s

of  these  systems,  but  the  variety  and  complexity  built  out  of  these

elemen ts  is  astronomical .  Basically  then,  human  systems  of  sound-

meaning  correla tions  were  independ e n t ly  invented  and  reinvente d

thousands  of  times  across  the  world  irrespec t ive  of  geograp hical

location,  racial  charac t e r i s t ics,  and  the  like.

In  fact,  there  is  anothe r  related  problem  with  animal  call  systems

which  is  seldom  directly  addre sse d  in  the  biolinguis tics  litera tu r e .

Let  us  call  it  the  asym m e t r y  proble m .  We  saw  that  there  is  nothing

like  the  human  sound- systems  in  the  nonhum a n  world.  However ,

there  are  plenty  of  animal  species  with  rich  sound- systems  of  their
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own  (Hauser  1996),  birds  and  insects  for  example.  Almost

invariably  in  such  cases  rich  concep tu al  resources  are  absen t .  For

the  grea t  apes  like  chimpanzees  and  gorillas,  in  contra s t ,  there  is

evidence  of  rich  systems  of  observa t ion,  planning,  contem pla t ion

and  the  like,  but  these  are  essentially  silent  crea tu r e s  (Fitch  2010).

Humans  are  the  only  species  in  which  rich  sound- systems  correla t e

with  rich  concep tual  systems.  It  is  thus  reasonable  to  conjectu r e

that  human  sound  and  though t  systems  are  intimate ly  related  in

their  origin  and  function.  I  retu rn  to  the  point  in  the  concluding

section.

The  m o s t  in t e r e s tin g  a s p ec t  of  t h e  h u m a n  lexical  it e m s  is  t h a t

so m e ho w  two  to t ally  di sjoin t  t hings—sou n d/g e s t u r e  a n d

m e a nin g/objec t—ge t  cons t a n tly  co r r el a t e d .  In  t h e  a ni m al  c all

sys t e m s  too,  t h e  sou n d,  s uc h  a s  t h e  al a r m  c all  of  a  m o nk ey,  is

a r bi t r a ry  in  t h a t  t h e  a co u s tic  s h a p e  of  t h e  c all  h a s  no  con n e c tion

wi th  t h e  p ro p e r ti e s  of  a  tiger.  Yet,  a s  t h e  sys t e m  is  (pe r h a p s

g e n e tic ally)  fixed  for  t h e  s p e cie s,  t h e  p r e s e n c e  of  a  tig e r  do e s

c a u s ally t rigg e r  t h e  c all. 

In  t h e  h u m a n  c as e ,  t h e  r e m a r k a ble  m ul tiplici ty  of  lan g u a g e s

r ul e s  ou t  s uc h  a  ‘gen e tic’  explan a tion.  As  wi th  t h e  a ni m als,  t h e

h u m a n  sou n d  /dog / also  h a s  no t hing  to  do  wi th  t h e  p ro p e r ti e s  of  a

dog,  no t  to  m e n tion  t h e  pic t u r e/im a g e  of do gs.  H ow ever,  t h e  t elling

diffe r e nc e  fro m  a ni m als  is  t h a t  w h a t  is  c alled  do g  in  E n glis h,  is

c alle d  k u k ur  in  Ban gla,  Kut ta  in  Hin di,  c hien  in  F r e nc h,  m aliki  in

Warlpi ri,  ééch íł ąąʼ  in  N avajo,  g uǒ  in  M a n d a rin,  a n d  so  on,  in
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t hous a n d s  of  diffe r e n t  va ria tions.  All  dog s.  In  t h e  p hilosop hic al

li t e r a t u r e ,  t h e  r el a tion  b e t w e e n  so u n d  a n d  m e a ning  is  t h u s  view e d

a s  ‘conve n tion al’, b u t  t h a t  jus t  lab els  t h e  p ro ble m.

As  an  aside,  let  me  note  that  these  extraordina ry  differences  in

sound  betwee n  language s  is  the  ground  for  the  discipline  of

Linguistic  Typology.  These  differences  in  fact  identify  individual

languag e s  for  linguis tic  investiga t ion.  The  remarka ble  fact  is  that

there  is  nothing  ‘genetic’,  or  fixed  for  individual  popula tions ,  in  this

astonishing  variety  because  any  human  child  can  pick  up  any  of

these  languag es  or  any  collection  of  them  within  the  normal

matura t ional  cycle.  Therefore,  in  an  abst rac t  sense,  languag es  are

basically  identical  insofar  as  they  follow  from  the  human  make- up.  

For  this  reason,  some  biolinguis t s  like  Noam  Chomsky  sugges t

that  the  differences  between  languag e s  are  ‘superficial’,  languag es

differ  only  in  morphology.  For  Chomsky,  there  is  in  fact  one  human

languag e  with  one  lexicon  (Chomsky  1993),  or  at  most,  ‘there  is

limited  lexical  variety’  (Chomsky  1994).  Chomsky  and  others

obviously  cannot  mean  that  all  languages  sound  the  same;  the

claim  is  rathe r  that  languag e s  do  not  vary  significantly  in  syntax

and  semantics .  But  this  claim  simply  assume s  without  argume n t

that  human  languag e hood  is  to  be  viewed  as  essentially

repres en t e d  in  its  syntax  and  semantics,  not  in  the  sound  systems.

Yet,  once  thousands  of  languag es  and  dialects  are  identified  in

terms  of  how  they  sound,  it  becomes  a  serious  resear ch  question

whethe r ,  where  and  how  much  languag es  do  in  fact  share  syntax
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and  semant ics.  That  is  precisely  the  domain  of  inquiry  of  linguistic

typology.  

In  any  case,  it  is  obvious  that  the  morphological  differences

between  languag es  are  neither  superficial  nor  rest rict ed  to  a

limited  variety.  The  extrem ely  complex  phenom e non  of  human

sound  systems  demands  systema t ic  explana t ion,  perhaps  in  tandem

with  an  explana t ion  of  human  though t ,  as  noted.  Research  on

animal  sound- recogni tion  shows  that  some  animals  do  recognize

some  of  the  basic  phonem e s  of  human  languag es  (Hause r  2001),

some  animals  are  cued  to  human  rhythmic  and  prosodic  pat te rn s

(Ramus  et  al.  2000),  and  of  course  parro t s  etc.  can  imitate  human

sounds.  But  no  animal  can  produce  the  complex  sounds  that  ente r

into  the  formation  of  words.  We  may  conclude  that  neither  the

sounds  nor  the  meanings  of  human  lexicon  have  a  non- hominid

origin.  Recall  that  we  do  not  have  an  explana tion  of  genera t ivity  of

word- combina tion  unless  we  have  an  explana tion  of  word-

formation.

Evolut io n  of  langu a g e  (Cho m s k y)

The  preceding  considera t ions  on  the  natur e  of  human  language

seems  corrobora t e d  by  archaeological  record.  The  leading

archaeologis t  Ian  Tatte rs a ll  (2016)  points  out  that  modern  humans

display  two  fundam e n t a l ly  novel  abilities  in  connec tion  with  the

general  ability  to  use  language :  the  ability  to  ‘process  information

symbolically’  and  the  ability  to  express  ideas  by  ‘using  struc tu r e d
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articula te  languag e’.  Tatters a ll  (2012)  held  that  symbolic  reasoning

and  articula t e  struc tu r ing  was  absen t  even  in  the  species  that

‘looked  exactly  like  us’.  To  emphasize,  the  emerge nc e  of  human

languag e  required  two  broad  conditions:  symbols  and  structures .

According  to  Tatters a ll  (2019),  these  two  conditions  are  related:

‘the  element s  of  symbolic  though t  map  closely  onto  the

vocabula ries  of  words’  to  form  ‘linguis tic  building- blocks’  that  enter

into  ‘symbolic  mental  opera t ions’.  Since  these  conditions  are

absolutely  basic  to  any  concep tion  of  languag e,  let  us  see  what

narra t ive  is  needed  to  install  these  conditions.

Instead  of  explaining  how  the  human- specific  sound  and  though t

systems  came  about ,  Chomsky  simply  asser t s ,  in  what  he  calls  a

‘fairy  tale’,  that   ‘there  were  primate s  with  pret ty  much  our

sensorimotor  (SM)  and  conceptua l- intentional  (CI)  systems,  but  no

languag e  faculty,  and  some  natur al  event  took  place  that  brough t

about  a  mutat ion  that  installed  a  languag e  faculty’  (Chomsky  and

McGilvray  2012,  p.14- 5).  Clearly,  by  ‘language  faculty’  Chomsky

basically  means  the  genera t ive  system  that  const ruc t s  interp r e t ive

structu r e s  for  the  two  interfaces—the  basic  proper ty.  In  effect,

Chomsky  assumes  what  needs  to  be  explained:  how  did  the  human-

specific  SM  and  CI  systems  become  available  in  the  first  place  for

the  subsequ e n t  inser t ion  of  the  ‘language  faculty’?  

In  this  connec tion,  it  is  a  puzzle  for  me  that  the  archaeologis t  Ian

Tatter sa ll,  who  empha tica lly  pointed  out  the  two  novelties  of  word-

making  and  word- combina tion  in  the  evolution  of  human  languag e ,
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appear s  to  approve  of  Chomsky’s  picture.  Thus,  he  sugges t s  that

‘underpinne d  by  an  algorithmically  simple  interface  betwee n

sensorimotor  and  conceptu al- intentional  systems  that  were  co-

opted  from  pre- existing  functions  or  potentials’  (Tatte r s all  2019).

Like  Chomsky,  Tatte rs a ll  didn’t  explain  which  ‘pre- existing

potentials’  led  to  the  SM  and  CI  systems.

In  any  case,  it  is  obvious  that  at  least  one  ‘pre- existing’  function

could  not  have  been  direc tly  ‘co-opted’  from  our  last  non- hominid

ances to r ,  the  chimpanzee ,  becaus e  these  grea t  apes  are  strikingly

silent  crea tu r e s  (Fitch  2010).  So,  at  least  the  sensorimotor  par t—

the  sound  part ,  in  par ticula r—nee ds  to  be  co- opted  either  from

other  post- chimpanzee  progeni to r s  in  the  hominid  line,  or  from

chirping  birds  and  tweeting  insects  from  remote  evolutiona ry

branches .  While  the  appeal  to  progeni tor s  just  pushes  the  problem

backwar ds  to  the  earlier  progeni tor s  themselves,  the  appeal  to

birds  and  insect s  requires  incredible  evolutiona ry  nar ra t ives

linking  humans  with  songbirds ,  notwiths t an ding  interes t ing

evidence  from  nonhum a n  vocal  learning  activated  by  a  few  hundred

genes  (Fitch  2010;  Miyagaw a  et  al.  2014;  Berwick  and  Chomsky

2016).  After  all,  nonhum a n  vocal  learning  just  sugges t s  how

patte rn s  of  sound  are  formed  in  a  species  and,  let  us  grant ,  there

could  have  been  ‘deep  converge nce’  for  that  purpose  between

birds,  humans  and  other  noisy  species.  Nonethele s s ,  the  sugges t ion

by  itself  says  nothing  about  the  specific  charac t e r  and  complexity



14

of  human  sound- systems  and  how  they  becam e  correla t ed  with  the

CI  systems.

Furthe r mo r e ,  given  the  serious  limita tions  of  the  concep tua l

reper toi re  of  chimpanzee s ,  as  noted,  it  is  extrem ely  unlikely  that

human  CI  systems  were  co-opted  from  some  pre- existing  nonhuma n

function.  So,  they  must  have  evolved  largely  during  hominid

evolution  itself  prior  to  the  emergenc e  of  humans ,  thereby  solving

the  asymmet ry  problem  specifically  in  the  human  case.  I am  unable

to  locate  any  significan t  response  from  Chomsky  and  his  colleagues

on  how  ape- limita tions  were  overcom e,  even  though  Chomsky  has

repea t edly  asser t ed  the  vast  difference s  betwee n  animal  and

human  CI  systems. 2

Insofar  as  the  sound  side  of  the  asymmet ry  problem  is

concerne d ,  Chomsky’s  response  is  to  set  the  problem  aside  for

explaining  the  origin  of  language  becaus e ,  according  to  Chomsky

and  his  colleagues ,  sound  is  ancillary,  it  is  an  evolutiona ry

2 Most  recen tly,  Chomsky  (pc)  writes:  ‘There  seem  to  be  sharp

differences  between  human  concept s  and  anything  in  the  animal

world.   The  compone n t s  of  animal  systems  seem  to  have  a  one- one

associa tion  with  identifiable  “mind”- external  events:  rustling  of  the

leaves  elicits  a  “warning  cry.”  Hormonal  changes  elicit  some  vocal

noise.   For  this  and  many  other  reasons  human  concep ts  seem  to

have  evolved  independ e n t ly  of  animal  concep ts .’  I  am  citing  this

correspond e nc e  at  length  because  Chomsky  has  written  these

things  in  published  mate r ial  for  many  years.
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after thoug h t  for  communica t ion  (only).  As Marc  Hauser  (2009)  puts

it,  ‘language  evolved  for  internal  though t  and  planning  and  only

later  was  co-opted  for  communica t ion,  so  this  sets  up  a  dissociation

between  what  we  do  with  the  internal  computa t ion  as  opposed  to

what  the  internal  computa t ion  actually  evolved  for’.  It  is  impor tan t

to  note  that  neither  Chomsky  nor  Hause r  provides  any

archaeological  or  gene tic  evidence  for  the  claim  that  ‘internal

computa t ion’  for  though t  evolved  earlier ,  and  was  ‘co-opted  for

communica t ion’  later . 

As  an  impor tan t  aside,  notice  that  the  ‘sound- is-ancillary’

hypothesis  (SAH),  if valid,  casts  doubt  on  the  linguis tic  significance

of  much  evolutiona ry  evidence  focused  on  the  anatomy  of  speech.

Speech  is  something  that  can  be  proxy  studied  by  fossil  evidence  of

growth  in  anatomical  struc tu r e s  related  to  vocal  abilities,  as  well  as

by  direct  behavioral  evidence  of  vocaliza tion  in  extant  species

(Tatte r s all  2019).  In  fact,  as  Miyagaw a  et  al.  (2018)  sugges t ,  ‘the

often- stated  idea  that  “langua ge  does  not  fossilize”  is  not  quite

true:  pieces  of  externalized  languag e  may  turn  out  to  be  hidden

among  the  art  forms  produced  by  our  early  modern  human

ances to r s’  (emphasis  added).  Perhaps  this  is  the  reason  why,  as  we

will  now  see,  Darwin  the  scientis t  urged  and  made  an  attempt  to

derive  as  much  as  he  could  from  such  slende r  and  indirec t

evidence.

Evolut io n  of  langu a g e  (Darwin )
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Charles  Darwin  sugges t e d  a  very  differen t  narra t ive  to  accoun t  for

the  evolution  of  languag e .  Darwin’s  story  is  almost  entirely

specula t ive  and  based  on  common  sense  since  whateve r  knowledge

we  now  have  about  hominid  evolution,  architec tu r e  of  the  brain,

structu r e  of  language  etc.  were  obtained  much  after  Darwin’s  time.

Yet,  it  is  of  great  interes t  that  Darwin’s  nar ra t ive  broadly  matches

the  archaeological  picture  sketched  above.  In  a  famous  passage  in

his  Descent  of  Man , Darwin  (1871,  57)  conjectu r e d  about  an  ‘early

progeni tor  of  man’  as  follows.

As  the  voice  was  used  more  and  more,  the  vocal  organs  would

have  been  streng th e n e d  and  perfected  through  the  principle  of

the  inheri ted  effects  of  use;  and  this  would  have  reacted  on  the

power  of  speech.  But  the  relation  between  the  continued  use  of

languag e  and  the  developme n t  of  the  brain  has  no  doubt  been  far

more  impor tan t .  The  mental  powers  in  some  early  progenitor  of

man  must  have  been  more  highly  developed  than  in  any  existing

ape ,  before  even  the  most  imperfec t  form  of  speech  have  come

into  use;  but  we  may  confiden tly  believe  that  the  continued  use

and  advancem e n t  of  this  power  would  have  reacted  on  the  mind

itself,  by  enabling  and  encouraging  it  to  carry  on  long  trains  of

though t .  A long  and  complex  train  of  though t  can  no  more  be

carried  on  without  the  aid  of  words,  whethe r  spoken  or  silent,

than  a  long  calcula tion  without  the  use  of  figures  or  algebra .

(Emphasis  added)
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There  is  much  discussion  of  this  passage  in  the  recen t  litera tu r e

on  evolution  of  languag e .  For  example,  Fitch  (2010,  472- 4)  also

engages  in  a  detailed  analysis  of  this  seminal  passage.  However ,

Fitch  also  adds  sundry  recen t  ideas  to  Darwin’s  story:  vocal

learning  in  animals  such  as  songbirds ,  gestu r e s  of  apes,

phonological  proper t i es  of  speech,  cultura l  distribu tion  of  music,

and  the  like.  Fitch  needs  all  this  to  prepa r e  the  basis  for  his  theory

of  ‘musical  protolangua g e’.  In  my  view,  in  doing  so,  he  missed

Darwin’s  sharp  and  focused  nar ra t ive  in  the  passage.  Nothing  in

the  passage  itself  sugges t s  anything  about  sexual  selec tion,  animal

vocalisa tion,  musical  protolangua g e  and  other  irrelevan t  topics.  

In  this  very  carefully  though t  out  passage,  Darwin  attempt e d  a

though t  experime n t  on  how  the  differen t  elemen ts  that  are  needed

for  the  eventual  emerge nc e  of  language  might  have  been

harnesse d  from  within  the  rathe r  rest ric ted  resources  available  in

the  hominid  line.  More  specifically,  Darwin  adopts  something  like

the  familiar  Aristotelian  view  of  language  as  a  system  of  sound-

meaning  correla t ions  to  show  how  the  elemen t s  of  speech  and

thought  developed  to  get  correla te d  in  a  hypothe t ical  evolutiona ry

narra t ive.  

The  first  step  of  the  narra t ive  raises  the  obvious  need  for

postula t ing  some  post- ape  but  pre- linguis tic  mental  powers  for

explaining  the  evolution  of  though t;  human  languag e  and  though t

could  not  have  direc tly  emerge d  from  the  chimpanze e  brain.  It

needed  a  much  larger  brain  size  and  significant  evolutionary  time
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to  attain  the  powers  of  a  species  that  eventually  spawned

structu r e d  though t .  A  significant  proper ty  of  the  initial  mental

power  was  that  it  was  independ e n t  of  and  perhaps  prior  to  speech.

Beyond  this,  Darwin  did  not  say  what  constitu t e s  these  powers .

However ,  his  subsequ e n t  use  of  the  expressions  mind  and  long

train  of  though t  sugges t s  that  he  viewed  these  mental  powers  as

closely  related  to  though t .  Suppose  then  by  mental  powers  Darwin

meant  a  rich  conceptua l  repe r toi re  that  must  have  been  vastly

more  developed  than  the  last  apes  to  provide  for  ‘words’,  as  we  will

see.

The  second  step  of  the  nar ra t ive  sugges t s  that  speech—tha t  is,

language  in  Darwin’s  terminology—was  already  developing

independ e n t ly  of  mental  powers  as  a  resul t  of  the  streng t h e ning  of

vocal  cords.  It  is  obvious  that,  since  mental  powers  were  though t  to

be  already  in  place  outside  the  realm  of  speech,  Darwin  could  not

have  though t  of  the  streng th e n e d  vocal  cords  as  mental  power.  His

only  require m e n t  was  that  strong  vocal  cords  laid  the  basis  for

continued  use  of  speech  with  subsequ e n t  effects  on  the  mind.

Needless  to  say,  continued  use  of  speech  required  strong  vocal

cords,  just  as  the  ability  to  play  cricket  require s  strong  arms,  but

having  strong  arms  does  not  guaran t e e  a  cricketing  mind.

Unfortuna t e ly,  in  the  passage,  Darwin  did  not  say  where  speech

came  from;  he  only  said  that  the  vocal  cords  grew  stronge r  over

time  due  to  singing.  Obviously,  he  assum ed  that  singing  (=  music)

was  already  in  place;  in  fact,  for  Darwin  it  must  have  been  going  on
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for  a  while  independe n t ly  of  both  speech  and  mental  powers .  The

assumption  might  have  led  recen t  authors  to  launch  their  own

fables  about  musical  protolangua g e  and  Caruso  theories;  I  am

setting  these  proposals  aside  (But  see  Mukherji,  Forthcoming).

Anyhow,  in  the  third  step  of  the  nar ra t ive,  Darwin  stated  that,  at

some  point  during  the  growth  of  the  brain  accompa nied  by  the

continued  use  of  speech  that  ‘acted’  on  mental  powers ,  ‘words’

occurre d ,  both  spoken  and  silent.  The  mention  of  ‘silent’  words

sugges t s  that  Darwin  did  not  identify  speech  entirely  with

articula tion,  or  what  is  now  called  ‘externaliza t ion’.  In  that,  his  idea

of  speech  was  akin  to  Descar t e s’  idea  of  sign  which  Descar t e s

though t  may  occur  in  humans  even  without  the  ‘organ’  of  speech.  It

is  plausible  to  suppose  that  both  Descar t es  and  Darwin  wished  to

emphasise  the  symbolic  charac t e r  of  words.  In  due  course ,  these

words  contribut ed  to  long  trains  of  though t  just  as  long  calculations

require  the  aid  of  figures  and  algebra .  Except  for  saying  that

somehow  words  resul ted  out  of  interac tion  between  speech  and

mental  powers ,  Darwin  did  not  elabora t e  on  what  constitu t e d  the

interac t ion.  He  also  did  not  give  any  hint  of  how  the  ‘algebra’  for

‘long  trains  of  though t’  evolved  when  the  words  becam e  available.

There  are  other  infirmities  in  the  nar ra t ive  which  I  set  aside  for

now.

So,  the  fable  is  that  a  progeni to r  of  man  star t ed  out  with  richer

concep tual  resources  than  the  apes  due  to  larger  brain  size.  The

progeni tor  was  also  endowed  with  strong  vocal  tract s  that  grew  out



20

of  prolonged  singing  over  genera t ions ,  an  inheri ted  trait  according

to  Darwin.  The  strong  vocal  cords  led  to  speech  which  also  grew  as

the  brain  grew.  As  speech  grew,  conceptu al  growth  and  growth  of

speech  converge d  to  give  rise  to  words  which  eventually

contribu te d  to  long  trains  of  though t  ‘algebraica lly’,  so  to  speak.  

Darwin’s  fable  needs  at  least  two  distinct  phases ,  perhaps

separa t e d  by  evolutiona ry  time,  for  distinc t  opera t ions:  speech

acting  on  mind  to  form  words,  and  algebra ic  const ruc t ion  of  train

of  though t s .  For  the  origin  of  symbols,  Darwin  did  not  explicitly

mention  CI  systems,  but  he  did  require  that  some  mental  powers

had  developed  much  beyond  apes.  Needless  to  say,  everyone  needs

to  explain  how,  beginning  with  the  limited  concep tual  reper toi re  of

chimpanzees ,  the  mental  powers  of  immedia te  ances to r s  of  humans

reached  near- human  propor tions .  I  touch  on  this  critical  point  in

the  concluding  section.

So,  what  did  Darwin  assume  when  he  remarked  that,  several

million  years  after  the  depar tu r e  from  the  primate  line,  his

progeni tor  of  man  had  rich  mental  powers?  Suppose ,  with

advanced  sensory  systems,  increas e d  memory,  emerge nce  of  digital

manipula t ion  involving  demons t r a t ion ,  ability  for  imitation  and

vocal  learning  and  the  like,  some  of  the  growth  in  mental  powers

amount ed  to  growth  in  individual  stock  of  concept s :  RED,  WOOD,

RIPE,  BANANA,  HOLE,  WATER,  etc.  I  am  following  the  standa r d

convention  of  mentioning  concept s  in  capitals ,  sounds  in  slashes ,

and  mention  of  words  in  italics.  Of  course,  people  like  Berwick,
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Chomsky  and  Hauser ,  who  adopt  SAH  to  deal  only  in  concept s ,

need  to  explain  how  the  concept  of  banana,  namely  BANANA,  gets

to  have  the  shape  BANANA;  I am  just  assuming  that  it  happens.

Darwin  seems  to  have  indirec t ly  appealed  to  such  an  opera t ion  of

labelling  concep t s  via  symbols  with  his  sugges tion  that  the  power

of  speech  ‘acted’  on  the  mental  power  to  create  ‘words’.  Suppose

this  simply  means  that  the  sound  /banana/  was  linked  up  with  the

concep t  BANANA,  whatever  it  is.  In  effect,  it  means  that  a

combina to rial  opera t ion  forms  a  pair- list  (/banana / ,  BANANA),

repres en t e d  by  the  word  banana .  In  other  words,  the  combina to rial

opera tion  enables  humans,  and  only  humans ,  to  symbolize  a

concep t  with  the  mark  of  a  sound;  needless  to  say,  sound  is  not  the

only  marke r .  In  this  way,  the  ‘sign’  signals  the  presenc e  of  ‘hidden’

though t ,  as  Descar t e s  put  it.  I  wish  to  stress  the  point  that

symbolization  (=marking)  requires  a  combina to rial  opera t ion  which

is  a  uniquely  human  endowme n t  since  no  other  animal  displays

symbols,  as  Tatter sa ll  emphasised .

With  the  introduc tion  of  words,  Darwin’s  narra t ive  satisfied  the

condition  of  availability  of  symbols  because  one  of  the  ways  of

marshalling  a  symbol  is  to  form  words.  Once  words  are  available,

initial  ‘algebraic’  opera t ions  can  take  place  far  more  efficiently

between  words  themselves ,  rathe r  than  betwee n  individual

concep ts :  ‘red- wood’,  ‘water- hole’,  etc.;  in  fact,  it  is  totally  unclear

what  is  means  for  combina to rial  or  other  opera t ions  to  take  place

on  concep ts  themselves .  Given  the  symbolic  resource  offered  by
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words,  it  is  plausible  to  suppose  that  the  resource  would  have  had

significant  effect  on  the  growth  of  mental  powers  as  Darwin

indicated:  more  sound,  more  meaning;  more  meaning,  more  sound.

The  shift  to  words  endowed  the  species  with  radically  enhanc ed

mental  powers .

Having  said  that  the  power  of  speech  grew  with  continued  use,

Darwin  never  explained  where  the  system  of  speech  came  from

except  sugges t ing  that  strong  vocal  cords  were  already  available

from  singing.  So,  Darwin  assume d  that  singing  (=  music)  was

already  available  prior  to  words.  Even  a  rudiment a ry  form  of

singing  requires  putting  togethe r  individual  units  of  sound  in  some

order ,  thus  requiring  anothe r  combina to rial  opera t ion.  

Furthe r ,  it  is  implausible  that  units  of  music—tones—direc t ly  go

into  the  making  of  speech  except  in  a  very  limited  way  in  rare

cases.  Therefore ,  the  units  of  speech—phone m e s—mus t  have  been

picked  up  from  some  other  resource ,  and  put  togethe r  to  form

signs  that  ente red  into  formation  of  words:  ba -na -na ,  ri-pe ;  this

requires  another  combina to rial  opera t ion. As  combina to rial

opera tions  are  beginning  to  come  out  of  our  ears,  let  us  suppose

that  eventually  these  opera tions  also  cover  the  formation  of

inflected  words  such  as  un -ripe ,  banana -s .  Given  an  existing  stock

of  morphe m e s ,  a  finite  stock  of  inflections  enables  furthe r  flexibility

in  human  mental  powers.  For  example,  for  English  speake rs ,  a

single  inflection  -s  for  pluralisa t ion  classifies  all  countable  objects

into  individuals  and  collections,  while  the  lexical  store  remains
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virtually  unchange d  (Chomsky  et  al.  2002).  Once  words  were

available,  Darwin  simply  assume d  that  they  helped  in  forming  long

trains  of  though t  in  an  ‘algebraic’  fashion.  Darwin  never  told  us

what  that  critical  algebra  was.

As  we  know,  it  was  Noam  Chomsky’s  work  which  finally  clarified

how  the  required  algebra  worked  in  the  human  case  to  genera t e

unbounde d  structu r e s  from  finite  resources .  As  far  as  we  know,  the

specific  algebra  implemen t e d  as  the  ‘basic  proper ty’  of  languag e

was  made  available  all  at  once  as  a  salta tion,  since  there  is  not

even  a  par tial  analogue  of  it  elsewher e  in  the  organic  world.  As

Tatter sa ll  (2019)  put  it,  archaeological  evidence  also  sugges t s  that

the  ‘language  as  we  recognize  it  today  originat ed  suddenly,  at

some  de nable  point  in  the  human  past’.  fi

However ,  in  the  light  of  what  we  saw,  it  is  unclea r  when  that

‘definable  point’  happene d .  It  might  not  have  been  the  case,  as

Berwick  and  Chomsky  sugges t ,  that  the  salta tion  occur re d  only

after  ‘pret ty  much’  like  the  human  SM  and  CI  systems  were  already

in  place.  Given  that  the  evolution  of  human  language  uniquely

needed  a  variety  of  combina to rial  opera t ions  to  first  achieve  word-

formation  itself,  it  is  perhaps  parsimonious  to  think  of  the  event  of

salta tion  as  occur ring  prior  to  the  establishm e n t  of  SM  and  CI

systems.  A fuller  discussion  of  the  issue  is  beyond  the  scope  of  this

paper  (see  Mukhe rji  Forthcoming,  Chapte r  5).  The  presen t

historical  point  is  that,  since  Darwin  made  no  significant  proposal

about  genera t ivi ty  beyond  vague  metapho rs  like  speech  ‘acted  on’
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mental  powers  and  ‘long  trains  of  though t s’  were  carried  out,  my

interes t  in  Darwin’s  proposals  about  word- formation  is  dissociat ed

from  the  gradual  versus  saltation  debate  on  the  origin  of  language .

Is  SAH  tenabl e?

Despite  a  variety  of  infirmities  as  noted,  Darwin’s  narra t ive  on

languag e  evolution  contained  at  least  two  attr ac t ive  ideas.  First,

given  the  uniquene ss  of  human  language  in  almost  every  aspect ,  he

attemp t e d  to  res t ric t  the  narra t ive  mostly  to  what  was  plausibly

available  in  the  proximal  hominid  line  itself  to  minimize

assumptions  about  borrowing  evolutiona ry  mate r ial  from

nonhuma n  sources .  Thus,  the  power  of  speech  was  explained  from

the  prior  availability  of  elabora t e  singing  and  minimal  assumptions

about  phonemic  units  in  nonhum a n  species.  Furthe r ,  he  made

minimal  assumptions  about  borrowing  mental  powers  from  the

apes  to  let  it  grow  with  the  rapid  growth  in  brain  size  in  the

hominid  line.  

Second,  once  these  two  ‘powers’  were  independ e n t ly  available,

he  imagined  them  to  be  acting  on  each  other  to  reach  the

exponen tial  richness  of  human  language .  According  to  this

nar ra t ive,  word- formation  was  the  centra l  achieveme n t  of  the  first

par t  of  the  narra t ive,  while  word- combina tion  leading  eventually  up

to  unbounde d  structu r e s  was  the  accomplishme n t  of  the  second

part.
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In  my  view,  Darwin’s  narra t ive,  if  valid,  casts  doubt  on  the

validity  of  SAH.  Words,  viewed  as  structu r e s  of  sound- meaning

correla tion,  are  central  to  Darwin’s  and  Tatte r sa ll’s  nar ra t ives .  The

basic  problem  with  SAH  is  that,  if the  sound  system  is  ancillary  and

it  evolved  after  the  origin  of  languag e,  then  the  entire  burden  of

the  rich  and  complex  struc tu r e  of  human  though t  is  to  be  borne  by

units  of  human  though t  itself.  Given  that  the  units  of  human

thought  were  not  available  in  the  apes,  it  remains  a  myste ry  in  SAH

how  thought  evolved  at  all.  It  is  true  that  Darwin  also  needed  a

minimal  stock  of  mental  units  so  that  they  could  grow  with  brain

size  etc.;  so,  the  first  availability  of  human  though t  is  a  mystery  for

everyone.  However ,  in  Darwin’s  account ,  the  further  growth  of  the

though t  systems  happene d  due  to  the  presence  of  sounds  via

words,  as  we  saw.  This  accoun t  is  not  available  to  the  propone n t s

of  SAH.

Notice,  before  we  proceed,  that  the  preceding  problem  with  SAH

makes  no  appeal  to  the  phenome non  of  communica t ion  at  all.

Hence,  Darwin’s  accoun t  does  not  require  a  ‘social’  narra t ive  of

emerge nce  of  languag e  proposed  by  Michael  Tomasello  (2003)  and

many  others .  Darwin  proposed  that  sounds  were  needed  to

enhance  the  power  of  though t  itself.  Once  words  were  available,

then  assuming  other  human  facilities  such  as  demons t r a t ion ,

imitation  and  the  like,  some  form  of  communica t ion  was  also

available  as  an  ancillary  capability.  In  this  perspec t ive,

communica t ion  was  a  bonus,  it  was  not  a  par t  of  either  the  basic
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structu r e  or  the  primary  function  of  languag e .  This  proposal  fits

well  with  the  widely- attes t ed  phenome non  that  human  language s

are  not  very  well  designed  for  communica t ion.

In  this  connec tion,  we  recall  that  we  never  quite  made  sense  of

the  idea  of  what  it  means  for  a  ‘pure’  concep t  to  be  there ,  how  do

they  ‘look’  like,  what  it  means  to  combine  them.  According  to  the

sugges t e d  reading  of  Darwin’s  cryptic  proposals,  words  were

needed  precisely  to  mark  what  Descar t e s  called  ‘hidden  though t s’;

the  marked  objects  of  though t  both  acquired  identi ty  and  facilita ted

combina to rial  opera tions .  Perhaps,  we  may  be  able  to  streng t he n

this  idea  to  argue  that,  in  fact,  there  were  no  concept s  before  there

were  words;  human  concep ts  emerge d  with  words.  No  wonder

nonhuma n  animals  do  not  have  concep ts  like  us  because  they  do

not  have  words  (Mukhe rji  2019).
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