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Abstract

This paper is a commentary on Haspelmath’s “General Linguistics must be
based on Language Universals”. Some practitioners in the natural-kinds pro-
gramme argue that theoretical models developed and fit to data of one language
make testable predictions about the next. I argue that this is not true in cases
where categories and relations presupposed by the hypothesis do not map deter-
ministically onto the next language. While such a theoretical model can be fit,
hypotheses couched in the model cannot be meaningfully tested. While I agree
with Haspelmath’s paper in general, I suggest that the distinction between the
Boasian/Greenbergian and natural-kinds programme may describe a normative
tendency rather than a necessary division in the field.

1 Introduction
Martin Haspelmath’s paper has three related goals; (i) to (re)define or (re)conceptualize
notional subdivisions in linguistics; (ii) to argue for an ontological/methodological di-
vision based on how the general linguistics paradox is addressed; (iii) to argue that
general linguistics must be concerned with universals unless a natural-kinds assump-
tion is defended. I briefly summarize these aspects of MH’s arguments below.

MH contends that there is an important cut between ‘p(articular)-linguistics’ and
‘g(eneral)-linguistics’. Particular linguistics or descriptive linguistics concerns itself
with the description of social rule systems and mental grammars of specific languages.

1



Table 1: Ontological/Methodological approaches to the general linguistics paradox
Greenbergian/
Boasian

Natural-kinds
programme

Assumes linguistic kinds are natural
kinds

no yes

Adopts comparative concepts as
epistemic tool

yes no

General linguistics concerns itself with the comparison of languages and the explana-
tion of general features of human languages. MH suggests the description of individ-
ual languages differs from general linguistics, not in lacking theory, but ‘immediate
general relevance’ (p. 7). ‘Theoretical’ contrasts with ‘applied’, not with descriptive
linguistics.

From the distinction between particular linguistics and general linguistics emerges
the ‘general linguistics paradox,’ the problem of how one can make inferences about
characteristics of human language in general when all we can observe are properties
of particular languages (no one speaks the ‘faculty of language’). The first solution in-
volves comparing ‘nonconventional aspects of Human language’ which include psy-
cholinguistics, studies of language acquisition, and the like. Since Haspelmath does
not say much about this first solution, I will concern myself with his second and third
solutions, which seem to classify according to metaphysical assumptions and method-
ological approaches simultaneously, depicted in 1.

The ‘Boasian’ part of the first approach refers to its particular linguistics dimen-
sion. Languages are described ‘in their own terms’, with references to categories and
structures that can be motivated based on data internal to particular languages and
their speech communities. There is no necessary assumption that the analytic no-
tions used to describe one language will translate when we move to the next. The
‘Greenbergian’ aspect of the first approach refers to how one goes about making in-
ferences about properties of languages in general. Because each language has its own
unique structures, we need to invent comparative concepts / typological variables as
epistemic tools in comparison. The fact that we refer to a ‘noun’ of English and a
‘noun’ of Nuu-chah-nulth is a matter of expositional convenience which, although it
might bootstrap the reader to expect that there are some similarities across the two
categories, is misleading. We can test hypotheses about human language in general
with reference to correlations between the values taken by these comparative con-
cepts cross-linguistically, not the noisy descriptive labels we apply in the description
of individual languages. Themethod of sampling comparative concepts over languages
of the world fills in the epistemic vacuum between particular linguistics and general
linguistics.

2



In the natural-kinds programme (a notion which includes generative linguistics
and its historical antecedents) the vacuum is filled in by a metaphysical assumption.
Categories developed in the description of one language are plausibly regarded as sub-
types of a general category. The ‘noun’ of English and the ‘noun’ of Nuu-chah-nulth
are types of a general (possibly universal) category ‘noun’. The similarities we ob-
serve between the two categories are causally related to their hyponymic relation to
a natural kind. We, therefore, do not necessarily need world-wide comparison. We
can develop hypotheses regarding human language based on a single language. A hy-
pothesis developed on the basis of one language can be falsified or corroborated by the
next.

Finally, MH refers an ‘incoherent stance’ adopted by many linguists; “They work
with the technical vocabulary and rule notation of mainstream generative grammar
which is supposed to apply to all languages, but at the same time, they do not endorse
the natural-kinds programme of an innate grammar blueprint” (p. 15). MH’s message
seems to be that such linguists should either bite the bullet and defend themetaphysical
underpinnings of their method, or else reject it. Universals cannot be based directly
on the study of particular languages without adopting the natural-kinds assumption.

I have nothing to add to MH’s last conclusion, except to say that I agree. On the
other hand, MH does not discuss the possibility that generativists might be using com-
parative concepts sometimes in practice. I suggest a more nuanced position is in order.
I will mostly be concerned with a related issue alluded to by MH – the notion of analy-
sis in linguistics. It is often stated that the corroboration and refutation of hypotheses
can proceed piecemeal by presupposing abstract formal categories and then mapping
them to novel language data. However, I suggest that as the relationship between
diagnostics and the abstract formal categories and relations presupposed by a frame-
work become less deterministic and more multivariate, the hypotheses couched in that
framework become less falsifiable in practice. First, I briefly discuss MH’s claim that
descriptive linguistics should also be regarded as theoretical.

2 Is description “theoretical”?
In contrast to common rhetorical practice (e.g. (Ludlow 2011)), MH defines “theoreti-
cal linguistics” in such a way that encompasses the description and documentation of
particular languages: “the study of language(s) that aims primarily at understanding
(or explaining) rather than at practical applications”. In her commentary on MH’s pa-
per D’Alessandro (2021) finds MH’s definition too broad suggesting that it implies that
“everything is a theory”.

If one simply defines “theory” in such a way that it necessarily attributes the pat-
terns one observes in particular languages to properties of human language (or the
language faculty), then there is nothing to argue with: descriptive linguistics does not
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have “theories” in this sense. However, one could also use the label more generally
to refer to falsifiable hypotheses, regardless of their explanatory scope. In this sense
descriptive linguistics does have “theories”. My claim that ergative marking in Chá-
cobo never occurs (or is never overtly realized) after clause-type morphemes (Tallman
2018a) is certainly falsifiable (Moravcsik 2007), regardless of whether one believes that
this claim helps corroborate Coon’s hypothesis about split ergativity (Salanova & Tall-
man 2020) or not (Tallman 2018b). Much of the impetus for developing richly anno-
tated documentary records is to cross-check descriptive generalizations (Himmelmann
1998, 2012). In other words we are interested in our ability to check whether such de-
scriptive generalizations might be wrong. A good descriptive grammar is not just one
that gets the facts right, but one where the statements are explicit enough that they
could be falsified by novel data. This is implicitly recognized by everyone regardless
of their theoretical leanings.

Even if descriptive linguistics does not have theories because they lack a meta-
language that ultimately attributes the patterns to properties of human language, it
could still be regarded as theoretical on the grounds that general linguistics theories re-
quire robust and accurate descriptive generalizations to develop and corroborate claims
about human languages. Descriptive linguistics also has a heavy concern with the ad-
vantages and pitfalls of certain types of data-gathering techniques, which are relevant
for the assessment of the accuracy of general linguistic theories (Woodbury 2007, Tall-
man 2021). General linguistics theories cannot be regarded as corroborated or falsified
by novel data, if such data involve sentences which are calques from the contact lan-
guages, involve inaccurate grammaticality judgements, or, for example, statements
about relative metrical prominence that cannot be corroborated with phonetic evi-
dence. Developing methods for cross-checking descriptive generalizations or detect-
ing potential errors in the primary data itself are crucial aspects of scientific practice,
a fact that recent ‘new experimentalist’ work in the philosophy of science emphasizes
(Mayo 1996).

In this sense descriptive linguistics is necessarily theoretical. But what about the
“theoretical” status of more general claims? It is common rhetorical practice in our
field to refer to any general claims as “theoretical” even if it is unclear if they make any
testable predictions at all. Many general linguistics “theories” have been critiqued on
the grounds that they amount to covert tautologies. Newmeyer (1998) refers to many
claims about competing motivations in functional linguistics as “vacuous” since they
can gloss over “any conceivable state of affairs”.¹. Abels & Neeleman (2012) suggest
that Kayne’s linear correspondence axiom (LCA) can only be true with an unrestricted
theory of movement, but that adopting such a theory renders the LCA “toothless”. I

¹Newmeyer does not make this claim as a matter of principle. If the competing factors are quantified
and made explicit then they can be controlled and such theories can be made testable in practice, as they
have been in more recent years (see papers in MacWhinney et al. (2015))
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have suggested that some current versions of the prosodic hierarchy theory do not
make testable predictions (Tallman 2020b). If by referring to some claim or practice
as “theoretical” we mean to assign it some scientific status, I think we are asking the
wrong question when we ask whether descriptive and documentary linguistics passes
the bar. Descriptive and documentary linguistics is either atheoretical by definition, or
obviously theoretical, because descriptive claims are testable and descriptive method-
ologies are required to assess the empirical facts on which general claims area based.
Rather, the question should be directed at universalistic claims, which have a much
more tenuous relationship with falsifiability.

3 Models, diagnostics and (severe) testing
In this section I take issue with an often repeated claim regarding falsifiability in lin-
guistics. Newmeyer makes the case succinctly.

… any claim about universals based on a single language makes a testable
falsifiable hypothesis. The more languages that are studied the better the
hypothesis is tested. (Newmeyer 2008:59)

I argue that this statement (see also (Chomsky 1972, 1985, Mendívil-Giró 2019,
D’Alessandro 2021)) is not necessarily true if we are interested in making reliable in-
ferences about whether the hypothesis is corroborated in the context of a new lan-
guage. Specific conditions have to hold for a theoretical model retrodicted to fit data
of one language to make obviously testable predictions about the next. I will make my
point abstractly, before discussing a specific examples from my own research. I relate
my argument to recent work by Mayo, who argues that falsifiability in principle does
not automatically translate to falsifiability in practice if the scientific community does
not or cannot develop methods for severely testing a hypothesis against novel data.
Mayo and Spanos update Popper’s criterion of falsifiability (Popper 1959, 1963) based
on literature on the philosophy of statistical inference (Mayo 1996). We have reason
to take a hypothesis seriously if it survives severe tests. A severe test is one that a
hypothesis would be unlikely to survive if it were false (Mayo & Spanos 2011, Mayo
2018). Logically falsifiable hypotheses are not worth their salt if they are coupled with
a methodology that prejudge their correctness at the onset. I think that the process
of ‘analysis’ described by MH tends to overestimate the certainty with which we can
make reliable inferences from a single language.

What Newmeyer et al.’s claim ignores is that when we want to test a hypothe-
sis with novel data from a different language, we have to fit the theoretical model to
descriptive generalizations of that language.² There is no ready made guide for trans-

²Arguably this formulation is too generous. As a PhD student attending seminars on documentary
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lating the data into the metalanguage of the theory.³ When I elicit data from a speaker
of a lesser known language, I transcribe utterances with translations, ideally on differ-
ent levels of compositionality (Woodbury 2007). I do not transcribe Ns, vPs, N0s, TPs,
left branching constituents, remnant movement, traces, prosodic words, etc. I have to
make analytic decisions regarding how to map the technical vocabulary of any theory
onto the data and descriptive generalizations that emerge from it.

I will refer to a particular mapping of language data into technical theoretical vo-
cabulary as a “model” of that language data. We do not directly corroborate or falsify
our hypotheses with novel data. Rather we test our hypotheses against data mediated
by one or more models of the data. The model is a translation of the data into the tech-
nical vocabulary of one’s theory. I am using the notion of “model” in the sense that it is
typically used in the context of statistical inference (McElreath 2020), not necessarily
the way the notion of model is understood by linguists. Phrase structure grammar or
Optimality Theory are not models in this sense. A model is a particular mapping of
OT to specific language data, or a particular account of the phrase structure rules in a
specific language. Coon’s theory of split ergativity is not a model by itself. When bi-
clausality is mapped to split ergative constructions in Chol (Coon 2013) this is a model
of the relevant data in Chol vis-à-vis the theory. When Salanova & Tallman (2020) map
biclausality to neutrally case-aligned clauses in Chácobo, in contrast to the descriptive
literature (Tallman 2018a), this is a model of the relevant data in Chácobo vis-à-vis
Coon’s theory of split ergativity.

In an ideal case, a single model (M) emerges from the data (D). There is a unique
mapping between the data and the categories and relations presupposed by the hy-
pothesis (H), represented in figure 1.

Figure 1: A single model mediating a theory in an ideal case

If there is a unique mapping between the categories and structures presupposed by
the hypothesis and the novel data we find, then there is no problem with Newmeyer’s

and descriptive linguistics at UT Austin, a frequent complaint by our professors in reference to “the-
oretical work” on languages of the Americas was that it involved “fitting the language to the theory”,
meaning that the theory is mapped onto categories which have no language internal justification at all,
or worse, mapped to data that are made up, and that the theoretician either does not realize this or does
not care.

³In fact, the attempt to develop of such guides or “discovery procedures” are explicitly rejected in
generative linguistics (Chomsky 1957, Seuren 2004).
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claim. A perhaps weaker situation is where there are multiple possible models, but
there is an obviously best one. It is through the unique model or the best model that
the hypothesis of interest can be tested with novel data.

Real world examples are not like this. I use a simple example to illustrate the point.
In Chácobo, ergative A-argument nominal are marked with a high tone on their final
syllable. Absolutive {S,P} are left unmarked as in the example in (1). Ergative marking
does not appear if the {A} argument occurs after the clause-type morpheme as in 2 (
=kɨ ‘declarative past’ in examples below). Tallman (2018a) refers to these as C(clause-
type)-SUBJ(ect) constructions.

(1) Ergative alignment
honi=ʹ
man=eRg

tʃaʂo
deer

tsáya=kɨ
see=decl:past

‘The man saw the deer.’

(2) Neutral alignment
tʃaʂo
deer

tsáya=kɨ
see=decl:ant

honi
man

‘The man has seen the deer.’

Coon’s theory predicts that where we get ABS-ABS / neutral alignment as in (2)
it is because the A argument is in an intransitive clause (that is, it is covertly an S)
and the P argument is in a subordinate clause. On the surface the C-SUBJ construction
does not look biclausal because there is single predicate tʃaʂo tsaya ‘see the deer’ and
no overt marking of subordination. However, if we search around we notice certain
parallels with non-verbal predicate constructions. Non-verbal predicate constructions
also display C-SUBJ order as in (3). They of course have no ergative marking, because
ergative marking is only motivated by a local verb, i.e., one in the same clause.

(3) Nonverbal predicate construction
tʃáʂo
deer

ʂo
decl

honi
man

‘The man is a deer’

Two models of the C-SUBJ construction emerge. One where the C-SUBJ construc-
tion is a monoclausal verbal predicate construction (Model 1) and another where the
C-SUBJ construction is a biclausal construction with covert subordination of a verbal
predicate construction under a nonverbal predicate one (Model 2).

If we choose M1, the Chácobo data falsify Coon’s theory. If we choose M2, Chá-
cobo corroborates Coon’s theory. Coon’s hypothesis is “better tested” in Newmeyer’s
words. How do we choose know which model is correct?

Every trained linguist knows the answer to this question. There is by now a long
tradition of tallying up ‘diagnostics’ or ‘tests’ to support one analysis (‘model’ in my
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Figure 2: Two candidate models mediating a theory

terms) against the other. The ‘tests’ are the epistemic tools we use to fit the categories
and structures of our hypotheses to the models of the language data we are consid-
ering. In generative frameworks they serve to link up data of particular languages to
categories and relations presupposed by the hypotheses about the language faculty we
are interested in testing. Where the Boasian/Greenbergian approach uses ‘compara-
tive concepts’, the contemporary natural-kinds programme evokes tests to navigate
the space created by the abstractness of the theoretical metalanguage and the facts of
individual languages constructions. In the case described above we go fishing for tests
that distinguish between monoclausal and biclausal constructions and apply those to
the C-SUBJ construction. Coon’s theory of split ergativity does not directly predict
anything. Rather, a model is fit that retrodicts the data of interest based on the model
we choose.

With all cases of retrodiction, problems emerge when we attempt to make infer-
ences about hypotheses (Nosek et al. 2018). While the practice of fishing for diagnos-
tics to support one’s own hypothesis or to falsify an opponent’s is fairly common in
linguistics, a more controversial position maintains that the process of fitting models
through diagnostic fishing introduces a confound that limits our ability to make in-
ferences about the validity of our hypothesis based on our model (Croft 2001, 2010,
Haspelmath 2011, Haspelmath 2018, Haspelmath 2019).

In linguistics we should recognize that the selection of tests proceeds in in tandem
with model fitting, and that this is probably necessarily so. We have not developed
a method for sampling diagnostics that reigns in the possibility that the diagnostics
were chosen a posteriori in such a way as to prejudge a desired hypothesis to be correct
(or false, depending on our goals). If I am interested in testing M1, I go on a fishing
expedition to find evidence for it. I do not sample randomly from a list of ready-made
and easily-applicable diagnostics. In other words, the process of fitting a model to
linguistic data plausibly has a type of “selection bias” that confounds inferences.

The biclausal model of C-SUBJ construction appears to be supported by a number
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of unrelated facts; (i) the distribution of the third person plural clitic =kan; (ii) the dis-
tribution of reportative marking; (iii) the predicate subject ordering mirroring that of
the nonverbal predicate construction; (iv) the possibility that some of the clause-type
morphemes that appear in this construction can be analyzed as containing dependent
clause marking (the same subject marker =ʔi). On the other hand other facts point in
a different direction; (i) the form of the clause-type morphemes mostly cannot be ana-
lyzed as containing any subordinate marking; (ii) there is no evidence that a transitive
verb in the C-SUBJ construction is treated as intransitive (like a nonverbal predicate
construction) by same subject marking or any transitivity harmonizing morphemes.
A more challenging question is how one teases out the possibility that the similarities
between nonverbal predicate constructions and the C-SUBJ constructions are due to a
diachronic rather than synchronic relationship between these clauses (Gildea 2008).

If all the diagnostics and all the facts that the model seemed to retrodict could po-
tentially be rallied in support of a single model then there would be no problem. In the
case reviewed above, it is my view that the data in the aggregate support Coon’s hy-
pothesis applied to Chácobo. However, any method that aggregates evidence should
also come with a sampling method that can be shown to not bias the outcome. Why
should I dismiss the morphological evidence in this case and presume that there there
are zero subordinate markers? Note that for other languages the morphological evi-
dence is seen as crucial (e.g. in Basque, Chol and Mebengokre). Even if we did have
a method that controlled for the confound of selection bias, we currently have no
methodology for making inferences when the evidence points in different directions.
In the absence of good methods for making inferences with aggregated data we tend
to choose one model as the best and bury our uncertainty in assessing the hypoth-
esis in the process. The problem with Newmeyer’s claim is not that the categories
and relations of the theory are formal and abstract, but that they are noisy and we
have no method for distinguishing between the noise and the signal, except through
cherry-picking our evidence. Our ability to severely test a hypothesis is therefore
dampened by the fact that our methods are confirmationally lax, as they do not make
any head-way in teasing out a problematic confound that emerges from the model-
fitting process. I now turn to consider another hypothesis that has received much
more widespread attention and relate it to this point.

4 Fishing for (dis)confirmation: level-bound lexical-
ism

Lexicalism is an umbrella term that refers to a host of frameworks and hypotheses that
assume that much linguistic phenomena fall out of independently motivated lexical
entries, diminishing the descriptive and explanatory scope of syntactic structures or
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operations (constructional schemas, phrase structure rules, and transformations) that
abstract away from lexical items (Müller 2006, Müller &Wechsler 2014). It is also asso-
ciated with the idea that there is a word-formation component that syntactic rules and
operations are blind to or more generally the idea that word-formation rules involve
different operations than those involve in building syntactic representations (Bresnan
&Mchombo 1995,Williams 2007, Newmeyer 2009). The latter sense of lexicalism could
be called ‘lexical integrity’ (Desjardins ‘in prep’), but to make it clear that I am consid-
ering lexicalist hypotheses that are contingent on identifying words, I will refer to the
latter sense as “level-bound”.

Bruening (2018) argues that level-bound lexicalism is false. According to Bruening,
level-bound lexicalism implies that word-formation has the following properties, not
shared by syntax: (i) parts of words cannot be phrases; parts of words cannot be elided
or coordinated; (iii) parts of words cannot be focused; (iv) parts of words have strictly
local scope; (v) parts of words do not scope over adjucnts; (vi) if parts of words are
ordered head-final, parts of phrases are ordered head-initial and vice-versa; (vii) parts
of words are not productive; (viii) part-of-word combinations are not compositional.
He argues that either that in each case, words do have the property and/or that phrase
structure also has it.

Bruening does not consider how one goes about identifying ‘words’ in the first
place. There is no discussion of the possibility that wordhood constituents might mo-
tivate different level-bound lexicalist models of the data Bruening is concerned with.
In other words, Bruening assumes the situation in 1 for each of the hypotheses about
word-formation he considers. His inferences are, therefore, correct insofar as it is ac-
tually true that a single model of the language data emerges from the application of
wordhood diagnostics. But he does not show this – we are presented with ‘words’ as
given primary data.

It is easy to argue against Bruening’s claim that lexicalism has been tested to false-
hood, by mapping the word/phrase distinction to the data he considers differently than
he does. As an illustrative case consider compound-internal phrases. Phrases can oc-
cur inside x-noun combinations where the noun is the head and x bears an attributive
function. In English and some other traditions such combinations are considered to
be ‘compounds’ in the case that x is a noun but are also extended to cases where x is
some other string. Compounds are traditionally considered to be ‘words’, but actually
display a host of phrase-like properties as well (Haspelmath & Sims 2010). Assuming
that any phrase that appears left-adjacent to a noun and right-adjacent to an adjective
phrase is occupying the attributive compound position in English, Bruening argues
that examples like that in 4 disconfirm point (i) of level-bound lexicalism.

(4) The oldAP [ [ dogi-ate-my-homework ]CP excuse ]word won’t work because I
know you don’t have onei.
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Davis & Koenig (2020) suggest that such constructions, in fact, involve complement
adjective phrases and, thus, the analysis would be as follows, providing no evidence
for word-internal phrases and no falsification of lexicalism.

(5) The oldAP [ [ [ dogi-ate-my-homework ]CP ]AP excuse ]NP won’t work because I
know you don’t have onei.

Even if one rejects the analysis above, one could also claim that the candidate com-
pound construction is not a compound, but a phrase-level noun-noun combination
(Giegerich 2011). Cross-linguistic considerations seem to force us to assume that [NP-
X0]XP combinations are needed anyway (see Lieber and Stauker (2009) and papers
cited therein). Unless a set of convergent criterial properties for wordhood are shown
to correlate with the candidate ‘compound’ in each case (see (Bresnan & Mchombo
1995:n18)), it is not clear why the relevant constructions must be regarded as ‘words’
with embedded phrases rather than phrases with embedded phrases (Bauer 2017).

Perhaps compounds are problematic and we might wonder whether ‘words’ are
problematic more generally. Haspelmath (2011) has suggested that level-bound lexi-
calism is problematic because there are no jointly necessary and sufficient criteria for
identifying words. Davis & Koenig (2020) seem to shrug off the problem when they
state“Haspelmath’s point is merely that what is a word is cross-linguistically unclear”.
Matthews (2002) suggests that wordhood diagnostics might “tend to coincide”, even in
the face of some unclear examples. However, the problem here is that as the criteria
tend not to coincide, level-bound lexicalist hypotheses also tend to become less testable
in practice. In other words, the researcher really needs to show that criteria coincide
before inferences are made about the hypothesis under consideration (either in favor
or against).

Bruening’s article does not show that lexicalism is false. He shows that when the
baseline categories presupposed by a hypothesis are noisy it is easy to come up with
a battery of apparent counterexamples. It is also easy to come up with a battery of
confirming examples under such a situation as well.

To illustrate the point I will briefly review the main results of a study on wordhood
in Chácobo. Let us say I am interested in testing lexical integrity. ‘Words’ in Chácobo
are encapsulated such that syntactically placed elements cannot occur inside them.
First, I have to identify which spans of structure correspond to the word – where syn-
tax ends and where morphology starts. An initial starting point would be to assume a
notion of word that makes it as close as possible structurally to that constituent which
is assumed to be a word in closely-related languages. The morphosyntactic word in
Pano languages is typically described as necessarily containing a single verb root with
one or more obligatory inflectional elements (depending on the language), which en-
code tense, aspect or clause-type (Fleck 2003, Valenzuela 2003, Zariquiey 2018, Neely
2019). Pano languages are also described as ‘(poly)synthetic’ because there are a large
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number of boundmorphemes that can occur between the verb root and the obligatorily
inflectional element which are assumed on all accounts to be ‘affixes’. The languages
all have a single (productive) prefix position which encodes body-part locations with
some metaphorical extensions. In all cases the verbal word is defined as a span of
structure that extends from the body part prefix to the final obligatory inflectional ele-
ments. The model follows the assumption that derivation precedes inflection and thus
elements between the root and the final inflection are understood as derivational. In
6, an example is provided from Chácobo where the word is underlined. ta- ‘foot’, -ɨ
‘intransitive’ tɨkɨ ‘again’ are considered derivational affixes and the final obligatory
clause-type morpheme is considered an inflectional suffix, conforming to a model of
grammar where inflection follows derivation (e.g. Anderson (1985)). Cognate con-
structions in other Pano languages are not hard to find.

(6) ina
dog

hoʂo
white

ta
foot

nɨʂ
tie

ɨ
ɨ
tɨkɨ́
again

kɨ
decl:past

‘The white dog got its feet tied up again.’

However, in contrast to other Pano languages, the verbal “word” in Chácobo can
be interrupted by a full subject noun phrase ina hoʂo ‘white dog’.

(7) ta
foot

nɨʂ
tie

ɨ
itR

ina
dog

hoʂo
white

tɨkɨ
again

kɨ
decl:past

‘The white dog got its feet tied up again.’

Lexical integrity can be saved by identifying a smaller constituent as the verbal
word. In order to motivate such an analysis we would have to find independent evi-
dence via wordhood diagnostics. Relying on the fact that the constituent fails nonin-
terruptability alone would be circular. Such a constituent can be found if we consider
reduplication facts in Chácobo. In Chácobo there happens to be a domain of structure
that corresponds precisely with the domain that cannot be interrupted by any free
forms. The basic facts are illustrated in 8 and 9.

(8) tá
foot

nɨʂ
tie

*(ɨ́)
itR

*(tá)
foot

nɨʂ
tie

ɨ́
itR

kɨ
decl:ant

ínaka
dog

‘The dog had been getting his leg(s) tied up’

(9) ta
foot

nɨʂ
tie

*(mís)
(antipass)

ta
foot

nɨʂ
tie

mís
antipass

kɨ
decl:past

‘S/he always ties people up.’

Elements outside of this domain either do not copy under reduplication, as in =kɨ
‘declarative (past)’ or copy optionally as in 10 below.
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(10) nɨʂ-a
tie-tR

(yáma)
(neg)

nɨʂ-a
tie-tR

yáma
neg

kɨ
decl:past

‘S/he was not tying and tying.’

Thus, if we exclude the clause-type morpheme and much of the other material
whose cognate forms would typically be considered affixes, the word can be identi-
fied according to a the four-slot template. The span of structure identified by what is
obligatorily targeted under reduplication is four positions long, from the prefix to the
antipassive marker (prefix-root-transitivity marker-(antipassive)). These 4 positions
are occupied by morphemes that are all bound, cannot be variably ordered, cannot
be interrupted by any candidate syntactic elements, display deviations from biunique-
ness, and occupy a domain of minimal bimoraicity. If we model Chácobo such that the
‘word’ corresponds to this span of structure, lexical integrity is confirmed.

This line of argument makes level-bound lexicalism a fairly weak hypothesis. In
principle, we can simply redefine words’ boundaries until we find one congenial to
the hypothesis. If we ever run into too much trouble, we can simply declare that the
language in question is isolating and the problem disappears. On the other hand, we
have found convergent pieces of evidence for the word in this case. Lexical integrity
appears to be at least weakly corroborated.

A more serious problem emerges when we consider what alternative models of the
Chácobo word could be supported by attempting to rally more diagnostics (Tallman
2018a, 2020a). Tallman (2020a) develops a sentence-level template designed to display
and code constituency test results. One challenging aspect of applying wordhood tests
is how open-ended and vague they are. An obvious case is the test of noninterrupt-
ability (which both serves as a prediction of lexical integrity, but is also claimed to
be a diagnostic of wordhood). It claims that ‘words’ cannot be interrupted, but does
not specify by what (other words?). The test of fixedness gives us different results de-
pending on whether we assume that morphemes must always occur in a rigid order
or that they can vary locally and produce differences of scope (?). Even the language-
internal reduplication diagnostic mentioned above is ambiguous. Why interpret the
domain that must be copied as the word domain, rather than the domain of structure
that can optionally be copied? One strategy to avoid biasing our results in one direc-
tion would be report all interpretations of our diagnostics. Tallman presents a total of
16 morphosyntactic diagnostics using this method. When they are displayed over the
sentence-level template as in 3, the support for our four-slot word model looks much
more tenuous.

There are a lot of issues that arise at this point. Perhaps some of the diagnos-
tics should be dismissed as unreliable. Perhaps some of the diagnostics pick out con-
stituents at a higher level of structure. It is not entirely clear how to engage with such
questions language-internally in a way that does not prejudge the question we are in-
terested in answering. The only way to engage with such questions systematically,
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Figure 3: Wordhood tests over a template for the verbal predicate construction in Chá-
cobo

without studying nonconventional aspects of language, would be to engage in a typo-
logical study of the diagnostics themselves – to see which diagnostics tend to converge
cross-linguistically, and which diagnostic results can be dismissed as noise.

What of our original question about lexical integrity? My point here is not that lex-
ical integrity is false. Bruening did not present evidence that level-bound lexicalism is
false, because he never presented a version of the theory that could ever be tested. The
relationship between the formal category “word” and the diagnostics or principles that
could be rallied to its defense is too noisy for the anecdotal literary style of argumenta-
tion typically employed by linguists to draw any reliable inferences. While linguistic
argumentation implicitly relies on aggregation of data points (argument 1, argument 2,
argument 3, etc.) we have no method of drawing inferences if the data point in more
than one direction, beyond impressionistic majority rules judgements, ad autoritate
arguments about the superiority of some diagnostics over others, or simply by uncon-
sciously suppressing problematic data throughout the fitting process (selection bias).
Level-bound lexicalist hypotheses are falsifiable in principle. This is perhapswhyDavis
& Koenig (2020) shrug off Haspelmath’s criticism of the notion of ‘word’. However,
there are too many degrees of freedom in the interpretation of the baseline theoretical
categories for us to easily test the hypothesis in practice. We might corroborate or
falsify the theory ‘by accident’ by virtue of our analysis. A more rigorous approach
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will involve reconceptualizing the baseline wordhood diagnostics themselves as com-
parative concepts. Such a project is necessarily typological as there is no guarantee
that a diagnostic developed for one language will easily translate to the next (Tallman
et al. in prep).

5 Final comments on ‘Analysis’
Haspelmath summarizes much of current linguistic practice in a way that is either
jarringly or pleasantly frank.

… It is quite common for research articles to consist of two parts: One
part lays out the phenomena in a way that is generally comprehensible
to any linguist, and another part (typically called “analysis”) describes the
phenomena a second time, using the highly technical metalanguage of
current mainstream generative grammar … (Haspelmath 2021:12)

As MH describes it, the ‘analysis’ appears as some type of ‘notational ornamen-
tation’ glossed over the descriptive facts meant to symbolically ratify the researcher’s
belief in Universal Grammar. Indeed, if, as I have argued for the prosodic hierarchy
hypothesis (Tallman 2020b), the hypothesis of interest is a tautology, it is hard to imag-
ine that an ‘analysis’ couched in its metalanguage could amount to anything else but
a redescription of the data in different terms. D’Alessandro (2021) takes issue with
this caricature of linguistic methodology on the grounds that the analysis section is
where one shows that the theory makes predictions. I do not disagree with this in
principle, but would emphasize that at least a few conditions should hold for us to
make that determination. First, it has to be shown that the theory in question is not a
self-sealing tautology. Can it be shown that the theory is testable in principle given its
relationship to the data it purports to predict or can every conceivable counterexample
be analyzed away through remapping the theoretical categories or evoking some extra
auxiliary hypothesis? The second condition is that the researcher be able to show that
the data retrodicted to fit and test the theory have been gathered based on a method-
ology that does not prejudge the correctness or falseness of the theory. In cases where
the theory presupposes categories and relations that display a multidimensional but
nondeterministic relationship with diagnostics and predictions, I fail to see how this
can be done without a broad typological study that clarifies how theoretical models
that the hypothesis is couched in will map to novel data in cases where the baseline
categories of the theory are ‘abstract’ (and thus nondeterministic).

I think incorporating some of the methodological insights of distributional typol-
ogy into generative research would rein in some of the problems. I perhaps disagree
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with MH in that I am less sure that selection bias (diagnostic fishing) is an insurmount-
able obstacle to research based on hypotheses developed under the auspices of gen-
erative grammar. For instance, while ostensibly adopting a generative perspective,
Guardiano & Longobardi (2017) presents a methodology where parameters are sys-
tematically coded, which if driven to its logical conclusion could rein in the problem
of selection bias in hypothesis testing. Furthermore, typological work could poten-
tially provide support for particular generative hypotheses. In such cases it is not a
matter of assuming natural-kinds, but rather adopting a methodology that is agnostic
about them. In my view, Bickel et al. (2009) did test the prosodic hierarchy hypothesis
(or a version of it) with a rigorous method that did not presuppose its correctness or
falseness.

While MH suggests that comparative concepts are an epistemic tool linked inex-
tricably to the Boasian/Greenbergian programme, I am less sure that the distinction
between natural-kinds programme and the Boasian/Greenbergian programme is so
stark in principle. I think the relationship between ontological positions and method-
ology that MH fleshes out, might be normative rather than necessary. For one, there
is a certain affinity between diagnostics and comparative concepts. In actual practice,
comparative concepts are partially based on diagnostics. For instance, Bickel (2010)’s
study of clause-linkage reconceptualizes all of the diagnostics used to distinguish be-
tween coordination, subordination and cosubordination as typological variables and
seeks to assess the correlations between the typological variables directly arriving at
the conclusion that the abstract categories are partially supported as prototypes. Good
repurposes HPSG nested feature structures for a multivariate typological study of tem-
plates. This suggests that minimally some of the formalisms developed in the natural-
kinds programme will have an epistemic value in coding and modelling typological
variation (even if we reject the idea that they allow us to directly convene with the
universal).

Secondly, in certain limiting research contexts, the notion of a ‘diagnostic’ might
collapse into that of a comparative concept. As natural-kinds linguists finds them-
selves in a research context where the categories and relations of of their theory can
be identified by necessary, sufficient, and cross-linguistically applicable diagnostics,
the distinction between tests and comparative concepts tends to zero. For instance,
a comparative concept of ‘tense’ might be nearly identical with what is supposed to
head a T(ense)P(hrase). This affinity between diagnostics and comparative concepts
makes it possible (and I would argue fruitful) for researchers to shift approaches and
present the same data from different perspectives. Fitting a model on a language can
sharpen one’s research questions in the field (Rice 2006). Natural-kind theories and
their impulsion to lead the researcher to fish for diagnostics can have an important
epistemic value in description and documentation. You learn things from fishing. I
often organize elicitation sessions around whether I can meaningfully test some hy-
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pothesis implied in the ‘analysis’ section because it made me realize that there was a
gap in my understanding of the language I am studying. There is no harm in this as
long as the fieldworker is not so spell-bound by the formalism that they lose track of
the fact that fitting a model does not necessarily translate into a tested hypothesis.
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