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1. Introduction

Minimalist revolution within the Principles & Paraters approach may be looked at as an Occam razor
purging of the theoretical assumptions of the Gorent & Binding theory (GB). While the theoretical
changes it has brought to GB were rather vast, sgentacular in their scope, Minimalism at its hear
was a methodological revolution, which came absud gesult of taking Occam’s razor seriously. Take
e.g. the Inclusiveness Condition (Chomsky 1995ralamental principle of Minimalism, which is
essentially an Occam-razor mechanism. Under thediveness Condition, the computational system
can only manipulate lexical items that enter thepotation—it cannot introduce anything new. The
Inclusiveness Condition is thus a ban on creationis the syntax. It greatly constrains the power of
syntax since it prevents syntactic representafiam including elements like traces, indexes, leael
distinctions..., which are not present in the lexicbhe simplification of the syntax this has resdilie

is particularly evident in the way structure buigiworks (Bare Phrase Structure).

One of the minimalist tenets is that language tgdslcharacterized by efficient design. Occam’s
razor as a research methodology in fact leadsstefficient design hypothesis—it is a dictum thaiiry
subject of inquiry should be only as complex ageids to be, hence the efficient design hypothesis.

Recent research in syntax has simplified the syistdesign of language essentially to a simple
merge operation and a locality doméaifihe operation Merge, which combines X and Y inXg¥}, is
minimally required for language. The notion of tbeality domain contributes to efficient designwiis
noticed early on that syntactic dependencies can eply a limited amount of structure. In the cotre
theory, the locality of syntactic dependencieséated in terms of phases, the goal being to have a
optimal and efficient computational system. The gghtheory, combined with the multiple spell-out
hypothesis, on which syntax interacts with the riaiges throughout the syntactic derivation,
accomplishes this by limiting the number of syntaobjects the derivation is working on, where tlis
achieved by transferring parts of syntactic striecta the interfaces during the derivation, thagfarred
parts not being accessible for further syntactierafions (see Uriagereka 1999).

The goal of this paper is to discuss twsidbmechanisms that characterize the minimalistcayh,
operation Merge and the locality domain, the emishasing on the interaction between the two, which
occurs with movement, the most interesting casesumh interaction involving successive-cyclic
movement. As a result, understanding the mechapisccessive-cyclic movement is in many respects
the key for understanding the syntactic desigmofliage. We will see that understanding the natiure
projection and labeling in the merger of two eletsan in turn the key to understanding the special
status of successive-movement. More generally, Wesee that labeling plays a heavy role in the
interaction between Merge and Move; it also heawitfects both the locality and motivation for
movement. The most interesting case where theitpe@ald motivation for movement interact involves
contexts where the traditional EPP is supposecttsabisfied during successive-cyclic movement, i.e.
where the element that satisfies it needs to undigher movement. A discussion of that case ledbl
to a new contextual approach to the EPP, whereadltisfaction of the EPP is not tied to a particular

IAn important point here is often overlooked: effiti design should make language easily learnaleleef@tive
syntax started with (the logical problem of) langeacquisition: how can children learn somethingaaplex
as language so easily. From this perspective, ithplification of the syntactic design of languagerecent
research raises a serious issue: if we simplifydigign too much, and say that only that is inratguestion
arises how can the child learn the rest?
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position. This in turn will be put into a broadeergpective involving broader movement toward
contextuality in the grammar in general: the contakty of syntax will be shown to manifest itsedif
the locality of movement/islandhood (there areaato islands as this notion has been traditignall
understood—there are no phrases that by theireanhdependently of their syntactic context, dall
extraction), the motivation for movement, structbht@lding, labeling, as well as the new conceptbn
the EPP.

The paper is organized as follows. Section 2 gihesbasic background regarding structure
building through Merge and the role of labelinghie operation Merge. Section 3 discusses interactio
between Merge and Move, where labeling plays a&@rtme in the way the two interact in that unlkgae
elements cannot undergo movement, cannot funct®nngerveners, and cannot be targeted by
movement. More broadly, labeling provides a newgimson, and a uniform account of, all island/
locality-of-movement effects. Sections 4-5 disdirssinteraction of Move and Merge in traditionalFEP
(and related) effects, which will lead to a moragral discussion of the contextuality of syntax.

2. Basic structure building: Merge and labeling

GB and early minimalism made a distinction betwbasic structure building and movemedtirrent
minimalism treats the two in essentially the samag:vimovement also builds structure—in fact, when it
comes structure building there is really nothingaal about it: the difference between movemenX of
and lexical insertion of X in the merger of X andr¥(1) concerns where X comes from: from inside
the structure where Y is already present (whidinas inside Y except with head-movement), or from
the lexicon (or numeration, a collection of iteraken from the lexicon which serves as the stapoigt

for the derivation, in Chomsky 1995)—there is neald difference between the two when it comes to
the point of merger itself, i.e. (1) (this is alde@ case if X is a separately constructed objadig
terminology that has been used since Chomsky (2004fer to the two, internal Merge (for movement)
and external Merge (for lexical insertion), is &cf a reflection of théat.

(1) Merge(X,Y)

Consider now the result of the merger in (1). & baen a long-standing assumption that the nafure o
the resulting object needs to be specified. Tatithte, when a verbal element lgeive and a nominal
element likeMary are merged in (2), information needs to be pravidgarding whether the resulting
object is verbal or nominal in nature. In (2),stthe former, which mearasrive projects, labeling the
resulting object.

(2) {arrive, Mary}

In GB, labels were provided by the X-bar theorpas of structure building. Early minimalism kepet
gist of this approach. Thus, for Chomsky (1995¢lady is part of the definition of Merge: when Xdan
Y merge, either X or Y projects, labeling the réisigl object. In (3), X is the label of the objeotrhed
by merging X and Y.

2Chomsky (1995) argued for a Merge-over-Move prefeee where satisfying a requirement by Merge (iveter
merge) is preferred to satisfying it by Move (ertdrmerge). The preference, which is not easy timtaia if
Move is a subcase of Merge, has however, beenigoedte.g. BoSkow 2002, Castillo, Drury, and Grohmann
1999, Epstein and Seely 1999; in fact, the conatders discussed in Chomsky 2019b would lead ttepirg
internal merge to external merge).
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(3) Merge(X,Y)={X, {X,Y}}

Regarding what projects, for movement (internal ¢¢r it was assumed that the target projects; for
external Merge, the issue was left open in Chom@@g5), the implicit assumption being that in
principle either X or Y can project, which introdksca potential difference between external andnate
merge regarding the merge itself. However, thahwibvement the target always projects has been
guestioned. Thus, Donati (2006) argues that in fe¢sives likeshe ate what | magé¢he wh-element
projects after movement, this being the reason fndg/relatives behave like nominals.

In a more radical departure from GB, Collins (20@2yues for a label-free theory, where
structure building through Merge takes place witheaourse to labels, as in (4).

(4) Merge(X,Y)={X,Y}

Chomsky (2013) also assumes that labeling is ndatgahe definition of Merge, adopting (4) rather
than (3). Still, he keeps the traditional assumptizat the nature of the resulting object needbseto
specified. However, he argues that the interfacessyntax, requires this information: there ishig
wrong with unlabeled objects in the syntax, buthsabjects are uninterpretable. Chomsky provides an
algorithm specifying labels which applies at thanpaf transfer to the interfaces, labeling being
interface-driven. Under this view, labeling doeg apply as part of Merge, in contrast to Chomsky
(1995), but syntax is still not fully label-freay contrast to Collins (2002), labeling taking platehe
phasal level, when the structure is sent to therfiates. Early approaches essentially stipulatat th
labeling is necessary to permit further applicatiohMerge, Merge applying only to labeled struetur
This is not the case in Collins (2002) and Chom&8413), where labeling is not part of Merge and
Merge can apply to unlabeled objects.

It is actually not obvious that labels aeeded for interpretatiefformal semantics models typically
don’t employ labels. Even if they are needed fterpretation, a question arises if this holds focases.
In this respect, Chametzky (2000), Hornstein andd$u2008), Hunter (2010), Boské\R015), and
Blumel (2017) argue that adjunction doesn’t reqlateeling for interpretation, which under Chomsky
(2013) would mean that the result of adjunctiondslabeled. In fact, BoSka¥(2015) suggests that the
lack of labeling is the defining property of tradital adjunction, segmentation being dispensable.

Putting this issue aside, Chomsky's interpretatiitven approach leads to labeling taking place

at the phasal level since phases determine whectste is sent to the interfaces. If labeling osdor
interpretive reasons, this is where it should apply BoSkové (2016a) notes, this raises a serious
chicken-or-the-egg question. Boské&WR015) argues that phasehood determination rexjlateeling:
phases are objects like CPs, DPs...—they are labbledts. Phases do not really exist prior to laigeli
to know whether something is a phase we need tw kisolabel. Since phases determine the points of
spell out, without any labeling structure cannotseat to the interfaces. But sending structurenéo t
interfaces is necessary for labeling to apply uradpurely interpretative approach to labeling. ke a
then stuck (in a chicken-or-the-egg manner). BoBk{®016a) observes that the problem dissolves if
head-complement merger is labeled immediately sihiseis all that is needed to determine spell-out
points. There then needs to be a syntactic reasolatieling to apply in this case. BoskoyR016a)
suggests that in this case labeling is requiredubcategorization: satisfying subcategorizationictvh
is a syntactic requirement (hence needs to bdisdtiduring syntactic computation when the relevant
object is created), requires that the element Withrequirement to take a complement project (i.e.
determine the label of the resulting object), othee, there would be no head-complement relatioe.he
Based on such considerations, BoSkdq2i016a) argues that in a head-complement mergeelihg is
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done immediately, which also resolves the chicketiie-egg problem regarding determining spell-out
points, while with a merger of two non-minimal ggcjions, labeling occurs when structure is sent to
the interfaces. (Chomsky 2013 in fact treats lagelvith head-complement/head-phrase and phrase-
phrase mergers rather differently in that in thenfer one element, the head, essentially autombtical
projects (which makes sense if labeling here ixatggorization-driven), while in the latter neitlodr

the elements undergoing merger projects by itsek pelow), i.e. neither of them is dominant (¢ee a
Chomsky 2019b)—Chomsky thus essentially keeps then@atic nature of labeling for the former,
substantially changing it only for the latfr.

3. Interaction between Merge and Move

3.1. Unlabeled elements cannot move

Having discussed the Merge operation, | turn taate in movement. Chomsky (2000, 2001) gives a
number of criteria that differentiate phases. Ohthem is (5).

(5) Only phases can undergo movement.

As Boskovt (2018) observes, given that only phases can unageoyement and that unlabeled elements
cannot be phases (see abo{@)follows as a theorem.

(6) Unlabeled elements cannot undergo movement.
Boskovi (2018) shows that (6) deduces the freezing efife€t), in effect turning it into a corollary.
(7) Movement is not possible out of moved elements.

The ban on movement from subjects in SpeclP (9¢&s(Bne case of (7), given the VP-Internal-Subjec
hypothesis. (9) also illustrates (7), given thgeots preceding particles undergo A-movement (Jamns
1991, Lasnik 1999).

(8) ?*I wonder gpwha [prfriends of {]; [vetj hired Mary]].
(9) ?*Whq did you call [friends ofj}i up t?

The freezing effect also holds for extraction frelements in A’-positions (10). The impossibility f
stranding in (11) also illustrates (7).

(10) *Whose booksdo you think that [reviews oflf John hates?
(11) *Which tabledid you think that [oni; John put the book*

Now, Chomsky (2013), where, as discussed abovelitapis not part of Merge, proposes a labeling
algorithm where when a head and a phrase mergbetteprojects (labeling the resulting object). Whe
two phrases merge, there are two ways to labebutir feature-sharing or traces, where traces are
ignored for labeling. (12) illustrates the formamenwhich bookmerges with interrogative CP (this
element is a CP since after C, a head, mergesI®itG projects), both the wh-phrase and the CP have
the Q-feature; what determines the label of thaltieg object is then the Q-feature. (This is sanilo
Spec-Head agreement.)

3Dadan (2019) capitalizes on this difference by g an account for a number of cases of diackrohange.
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(12) 1 wonder [which boakC [John bought]i.

Turning to the non-feature-sharing case, as arguadseries of works by BoSka@v{1997, 2002, 2007,
2008a; see also fn 13), Chomsky (2013) assumesstitaessive-cyclic movement does not involve
feature-sharing. Since there is no feature-shdratgyeerthat and the wh-phrase in (13a), the embedded
clause cannot be labeled whehich bookmoves to its edge (indicated by ? in (13b)). Whenerges
into the structurewhich bookundergoes movement. The element merged thdhCP being a trace, it

is ignored for labeling—? is then labeled as CRrafthich bookmoves. This is extended to all
successive-cyclic movement: there is no featureisfpawith successive-cyclic movement, which
creates a labeling problem that in turn forces moa.

(13) a. Which boakdo you think get’; that [he bought]i?
b. v {rthink [>» which book Erthat [he bought]

Returning to the freezing effect, consider (8 hat point when the subject is located in its basgtion.
(14) [prfriends of who] v-hire Mary

Given the cyclewho must move to the edge of the subject DP befordatiter moves. Since this is a
case of successive-cyclic movement, it involves -agreeing/non-feature-sharing phrase-phrase
merger, which delabels the subjédthis creates a configuration disallowed by (6fsian unlabelled
element (the subject) has to undergo movement. tthdeaccount, which extends to other cases of the
freezing effect, there is actually nothing thatnsprinciple wrong with movement out of a moved
element, XP. Such movement is in principle allowad,successive-cyclic movement to the edge of XP
freezes XP itself for the possibility of movemegitvén (6)).

The labeling deduction of the freezing effect makgsediction: the effect should only hold for
successive-cyclic movement since only succcessigkecmovement delabels the element it targets,
freezing the relevant object for further movemam tb (6) (which follows from (5)). An element base
generated at the edge of a moved element, orrtdependenty of successive-cyclic movement moves
to the edge of a moved element, is expected tdlbwee to move from a moved element. BoSkKovi
(2018) provides a number of such cases. The forsndustrated by Serbo-Croatian (SC) possessors,
which have been argued to be base-generated #iattidonal NP (TNP) edge (e.g. Boskévd012,
Despt 2013) based on the fact that they can undergaeidn and bind out of their TNP. Importantly,
the possessor can be extracted out of a moved etease(15) shows.

(15) Jovanovu jeona [t sliku]; vidjela.t
John's.acc.fem.sg is she pictaocsf@am.sg seen
'She saw John's picture.’

Dutchr-pronouns illustrate the case where an elementotblagatorily moves to the edge of a moved
element extracts out of it. Duteckpronouns are exceptional regarding word orderiwi@P: they must
precede the P although Dutch adpositions are otber@iways prepositional.

(16) daar op/*op daar
there on

“The movement does not delabel the DP from (14)elites a new structural layer on top of it whisklf lacks
a label.
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This is analyzed as involving obligatory movemeint-pronouns to SpecPP (or a higher position in the
traditional PP)R-pronouns can also move out of a PP, strandin@tl@&rucially,they can move out of
moved PPs.

(17) Waar had jij dan jtmeefl; gedacht dat je de vig 20u  moeten snijden?
where had you then with thoutlatt you the fish would must cut
‘What did you think you should cut thehf with?’ (Barbiers 2002)

The acceptability of (17) is rather dramatic irhligf (11): in contrast to English, P-strandingimoved
position is possible in Dutch withpronouns. The crucial difference is that beforgaetion from the
PP, ther-pronoun undergoes obligatory movement to SpecPiehwis independent of successive-
cyclicity.

All cases of acceptable movement from moved elésngiven in Boskowi (2018) show the
same pattern as (15)/(17): the element which eiarggdty moves from a moved element is either base-
generated at the edge of the moved element oratbtity moves there (independently of successive-
cyclicity). Furthermore, ill-formed examples of neswent from moved elements do not involve these
two configurations. In fact, under Boskéw (2013, 2014) approach to phases, where the @aten
projection of every lexical category is a phaselirihe unacceptable examples given above the chove
element is a phase, which means these examplesmaabte successive-cyclic movement via the edge
of the moved element, forced by the PIC, which mregumovement out of phases to proceed via phasal
edges. The account of (8) then extends to allenth

Under this approach, which quite radically dep&msn the traditional freezing ban, there’s
nothing wrong in principle with movement out of nealvelements (as confirmed by (15)/(17a))—even in
unacceptable cases the problem does not arise WRanoves out of moved XP-the problem arises
with the movement of XP itself, i.e. moving XP doest freeze the internal structure of XP for
movement—movement of YP to the edge of XP prevermgement of XP. Any later movement out of
XP is then trivially disallowed. The reason why #féect is restricted to successive-cyclic movemnt
the way it affects labeling (which brings brings) (@to play). Since the relevant cases involve
successive-cyclic movement, they also involve mamnof YP out of XP since it's the very nature of
successive-cyclic movement that a phrase undergbimgnnot stay in the intermediate Spec for
independent reasons. The reason why the relevant@gs involve movement out of a moved element
is thus accidental, due to the nature of successigkc movement. This has, however, led to thesithn
that this later movement is the reason for theacgeptability. The traditional freezing ban wassthu
misguided: there is no problem with movement “frofmovement of YP in YP[xp ti ]j t) but with
movement "of" (movement of XP).

That movement “from” does not matter is confirmedtihe fact that the account extends to an
otherwise puzzling case which does not involve moseat out of a moved element at all, namely the
immobility of V-2 clauses in German (e.g. Webelhi192, Reis 1997), illustrated by (18), where a V-
2 clause moves to SpecCP.

(18) *[Eri sei unheimlich beliebt], moéchte jeder gern glauben.
he is.subj immensely popular ulddike everyone like believe
‘Everyone would like to believe he is iransely popular.’ (Wurmbrand 2014)

V-2 clauses are notorious for the promiscuity @iitispec position: anything can fill it. This hasllto
proposals that they do not involve agreement—theglve EPP without Agree (e.g. Haegeman 1996,
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Roberts 2004). Since feature-sharing involves agesee, a natural interpretation of this is that V-2
clauses do not involve feature-sharing, which meheg are not labeled (see also Blimel 2017). The
immobility of V-2 clauses then falls out from (8)hat is important here is that under accounts like
Roberts (2004), movement to SpecCP of V-2 clausdseated like successive-cyclic movement in
Chomsky (2013) in that neither involves an agrednretation. Since the crucial ingredient of
BosSkovi’'s (2018) account of the freezing ban is that pésasith non-agreeing Specs cannot undergo
movement (since a non-agreeing Spec delabels linearg phrase),it is natural that, just like phrases
“hosting” successive-cyclic movement, V-2 clausasnot undergo movement.

The generalization in (6) (which follows from (%fus enables us to unify the traditional freezing
ban and the immobility of V-2 clauses in Germanijlevhlso capturing a number of exceptions to the
freezing ban, restricting its effect to successiyeic movement (the unification with the immobylivf
V-2 clauses capitalizes on V-2 movement to Spec€Rgbformally the same as successive-cyclic
movement in the relevant respect).

The cases of movement from a moved element blodked6) involve successive-cyclic
movement through the edge of the moved elemens. &dtually confines the effect to phases since only
phases must involve such movement. Now, while l{6)va movement from a moved element under all
conditions in (19), its deduction based on Chomsk§) disallows it for (19c¢). Since XP in (19) msye
it must be a phase given (5).

Given the PIC, YP then cannot move out of XP witimaoving to SpecXP, which blocks (15t).

(19) YP can move out of moved XP iff:
a. YP is base-generated at the edge of XP.
b. YP must move to the edge of XP indepetigeh successive-cyclic movement.
c. YP does not move to the edge of XP.

There have, however, been proposals where non-ptmasee. Thus, Collins (2005) proposes such a
derivation for passives, which furthermore involwesvement from a moved element (Collins suggests
VoiceP, not PartP, is the phase in (20)).

(20) [p Johnwas [oicer [Partrti arrestedilj [voice' by [ve Mary [v v t]]]1]

(20) conforms to the reformulation of the freeziman in (6) (it does not involve unlabeled-element
movement) but not the deduction of (6) that is dase(5)— (20) is ruled out by (5) because the mgvi
PartP is not a phase. (6) itself, however, doeslapend on only phases being mobile. (6) takesteffe
with successive-cyclic movement because such movedatabels the element it targets. The effect is
confined to phases because of the PIC since onfsgsh must be targeted by successive-cyclic
movement. However, if non-phases can in principteen they would not be subject to the freezing ban
under its reformulation (6) (or (i)) in fn 5), smenovement need not proceed through their edge.

>Boskovic essentially replaces the traditional freezing ath (6). Without appealing to unlabeled objects, i
would be restated as in (i). ((i) has the same gogpicoverage as (6); recall, however, that (@educible from
an independent principle.)
(i) Phrases with non-agreeing Specifiers cannoerg@imovement.
5The approach to the PIC in Boskévi2015) where phasal complements (but not what th@yinate) are
accessible from the outside would allow (19c) ifighe complement of phasal head X since moveofegitasal
complements need not proceed via phasal edges timslapproach.
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Boskovi (2018) briefly outlines a deduction of (6) indegdent of (5), which allows non-phases
to move, based on BoSkéis (2007, 201l1la) proposal that movement is driveyp 4n
uninterpretable/unvalued feature (uK) of the mowhgment (see also fn 8). Note first that the psapo
fits the labeling framework quite naturally. Thetural expectation there is that movement is lalgelin
driven: it takes place to resolve labeling problefitsgs is in fact what happens when XP and YP merge
without feature-sharing: this creates a labelirabfgm, with movement taking place to resolve it.aivh
happens here is that the problem, and the reasomdeement, is present in the pre-movement stractur
i.e. the base-position of movement: something waddyrong in the base-position of movement if
movement does not occur—there is nothing in thédrigtructure that motivates it. This is also the
central characteristic of Boskd@s (2007) approach to movement, implemented thrahghpresence
of a uK feature on the moving element, which foroesvement (without movement, a crash would
occur); both the labeling approach of Chomsky 28i@ Boskow 2007 thus involve base- rather than
target-driven movemeritlt then seems natural to adopt Bo3k/uK assumption here: X moves only
if X has a uk®

Consider then the case where X and Y merge ancethiting object ? moves, which means it
must have a uK. For the movement to occur, either X must have a uK and pass this feature to ? by
labeling it. If X has the uK feature, then X musbject and label ?. The upshot of this is that lialgas
necessary for ? to have a uK and be able to mokighwneans that unlabeled elements cannot move.
The assumption that X moves only if X has a uK thiakes it possible to deduce (6) independently of
(5), i.e. without requiring that only phases move.

Under both of the above deductions of (6), moveniemrth moved elements is in principle
allowed: the relevant violation does not occuhatpoint of movement from a moved element butearli
in the derivation. Both deductions allow movementif a moved element under (19a-b), but only the
uK deduction allows it under (19c). More reseacheeded to determine whether (19c) should indeed
be allowed.

3.2. Unlabeled elements do not function asinterveners

There is another case where labeling and movemtaract. BoSkowi (in press b) argues that unlabeled
elements are not only unable to undergo movenmieey,dlso do not function as interveners.

(21) Unlabeled elements do not count as interveners

'See below for evidence for this overall approacedan subject questiomghierewhoin who leftmoves to SpecCP
without moving to SpeclPSee also Bosko#i(2011b) for other cases where movement is cleatyarget-driven.
One is QR—QR must be moving-element driven sin@reths nothing about its target that would require
adjunction of a quantifie(Quantifiers are assumed to be uninterpretabletin-Shis can be tied to the presence
of a uK feature which makes them uninterpretablgitin, requiring movement.)

Note that BoSkovi (2007) and Chomsky (2013) also treat successigkeaypovement in the same way. The
crucial property of the former is that there isfeature-checking/agreement with successive-cycbhwement
and that for each step of successive-cyclic moveniteis something about the base-position of mosenthat
drives it: something goes wrong there if the movena®es not take place. Thus, in BoSkaW@007), there is no
feature-checking/agreement betwednch bookandthatin (13). Moreover, ifwhich bookdoes not move from
the embedded SpecCP, a problem arises in thigpstructure. This is very different from Chomsi®95), but
these are precisely the crucial ingredients of Gligrs (2013) approach to successive-cyclic movement
8The assumption is actually also there in Chomsk@Q2 as part of the Activation Condition, which exssally
sneaks in base-driven motivation into a targetedrisystem. A result of the Activation Conditiortheit X can
only move if it has a uK. Given this, the analyai®ut to be presented can be implemented in attdriyen
system like Chomsky (2000), where the EPP/edgerfeatrives movement (in fact, simply tying satiefyithe
EPP to a particular feature would be enough). Atrate, what is crucial below is that X moves oifil}{ has a
uK—whether this is a result of the Activation Caimh or a deeper property of the system is not irigb.
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If unlabeled elements cannot undergo movement itois surprising that they do not function as
interveners, since they are not candidates for mewe themselves.

(21) is rather natural theoretically even indepaTily of this.Interventiondepends on the nature
of the intervener. In Rizzi (1990), this involveldet A/A’ distinction; current work appeals to the
intervener’s featural properties (e.g. Rizzi 20@4arke 2001). Labeling plays a crucial role here.
Consider the situation where X and Y merge, andékalting object ? functions as an intervener. For
an intervention effect to obtain, either X or Y rmhave the feature involved in the interventioreeff
and pass this feature to ? by labeling it (so tihatresulting object can function as an intervenés
has the relevant feature, X must project and lab&/hat this boils down to is that labeling is reszgy
for ? to function as an intervener, which means timééabeled elements cannot function as interveners
In other words, since intervention is feature-s@resithe intervener must have the relevant featlines
is trivially not possible with unlabeled elemenitsce due to the lack of projection in general #levant
feature is also not projected. Unlabeled elememésn tcannot undergo movement and function as
interveners for essentially the same reason.

3.3. Movement cannot target unlabeled elements

Boskovi (2016b) argues that movement also cannot tardgabeled elements (see also Yoo 2015). This
is e.g. what is behind Richards’ (2001) tuckingeffect, illustrated by Bulgarian multiple wh-frong

in (22). Here, the nominative wh-phrase moves fos$pecCP, given Superiority, with the second wh-
phrase then moving to a lower SpecCP.

(22) a. Koj kogg te udaril® b. cf. *Kogo koj e udaril?
who whom has hit
‘Who hit whom?’

Consider (22) before the second wh moves. Giventhgresult of a head-phrase merger is labeled
immediately and the result of a phrase-phrase mengg after the phase is completed, as discussed i
section 2, the merger of C-Q (i.e. +wh-C) with &ults in labeling, this object being labeled as @R

the merger of this CP and the nominative wh-phkagsdoes not result in immediate labeling (it's laloele
only after the phase is completed, which meang #itesecond wh-phrase moves), as shown in (23).
As a result, ikogowere to merge on top &bjin (23), the movement would target an unlabeledeint.
However, this is not the casekiblgomerges undekoj (the movement then targets CP). The tucking-in
effect then follows from the requirement that moeatrtarget only labeled elemefits.

(23) [>koj[cp C-Q [ip ...koga..]]]
Movement and labeling, then, interact rather stippngnlabeled elements cannot undergo movement,
unlabeled elements do not function as interveramnd, movement cannot target unlabeled elements

(movement also must cross a labeled projectionBdgkovi’s 2016a approach to antilocalityf).

3.4. Movement islabeling-driven: uninter pretable features block labeling

Boskovic (2016a) actually deduces the requirement, makirsgtheorem. In particular, he deduces it from a
labeling-based approach to antilocality. This agplains why the requirement holds only for movetnéea.
internal merge (external merge with an unlabeledheht is possible): antilocality is a constraintnoovement.
1%As noted below, the labeling theory also providemiform account of all island/locality-of-movemesftects.
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Returning now to the uK assumption (present in oSkovi 2007 and Chomsky 2000), where a
moving element must have a uK (Xemoves only if X has a uK), there is another cabkere it can be
profitably used in the labeling framework, whicicerns Boskovis (2020) proposal in (24).

(24) The presence of an uninterpretable featurekBldabeling via feature-sharing in XP-YP
configurations

As noted above, the natural expectation in thelildpdramework is that all movement is labeling-
driven—it takes place to resolve labeling problefitss is what happens when XP and YP merge without
feature-sharing (as with successive-cyclic movejnenbvement takes place to resolve a labeling
problem.But what about cases like (25), where labeling rbegpossible pre-movement, given (26).

(25) Jovanovie on voli [t knjige].
John’s he loves  books
(26) On voli Jovanove knjige. (SC)

Given Boskow’s (2007) uK assumption discussed abal@janoven (25) must have the uK feature
which drives the relevant movement operation (etis it could not move). However, given (24), the
uK feature blocks feature-sharing in the base-mrsitf Jovanove movement then occurs to resolve a
labeling problem (i.e. the movement here is nowelialg-driven, just as with successive-cyclic
movement). The labeling problem does not aris@ @), (Wwhere the relevant uK feature is not presént (
it were,Jovanovevould have to move).

Now recall that in BoSkovi(2007, 2011a), movement in general is driven byranterpretable/
unvalued feature, uK, on the moving elemérih Chomsky (2013), it is driven by labeling prahie
As noted above, the labeling and uK-driven moversgstems are very similar (thus, movement in both
is base-, not target-driven, see also fn 7), afi@aneasily combinable (see also Takita, Goto,Zmbtata
2016 on combining the two, though they do it inopposite way from what is done directly below, by
having uK, rather than labeling, drive movememhihwever, adopting both would result in double
motivation for movement: labeling problems anduKeeature-induced crash. The double driving force
can, however, be eliminated in a way that actuaitpnciles the two systems: the suggestion isuliat
itself doesn’t drive movement, only labeling issdese movement, but uK causes a labeling issue.

All this should then apply to the head-complememtfiguration too: uK should also be blocking
labeling in this case—even complement movement) é&7), will then be labeling-driven.

(27) What did Mary buy?

To make movement in general labeling-driven, (2¥%usd then be generalized to apply to all casets, no
just XP-YP feature-sharing cases, as in (28).

(28) The presence of an uninterpretable featurekbltabeling.

All movement is then labeling-driven in the sertsat it takes place to resolve labeling problems.

4. Thewho left puzzle
The above discussion also allows to addressitielefteffectpuzzle.

(29) Who left?

"n Chomsky (2000), where uK is also present, thengkes movement possible but does not actualldiriv
10



There is a lot of evidence that subject wh-movenisoth SpeclP to SpecCP is crosslinguistically
banned. Thus, in languages with both SV and VSrqmd¢he latter the subject does not move to Specl
where these orders are associated with differatsavenorphology, what we get in (29) is the VS orde
morphology (e.g. some dialects of Italian). Thiewh not only that the subject in subject questoires
not remain in SpeclP, but that wh-movement to Spec&hnot proceed via SpeclP, otherwise we would
get the SV word order morphology. The point caro @l made with languages where agreement
morphology associated with subjects in SpeclP estropped in (29) (e.g. Kinande).

Consider also West Ulster English (WUE) (30).

(30) a. Whewas arrested all in Duke Street?
b. *Theywere arrested all last night. (McCloskey 2000)

Although, in contrast to standard English, WUE waHloQ-float under wh-movement, like standard
English it disallows (30b). (30b) shows that a sabjn SpeclIP cannot floatl postverbally in passives.
Whoin (30a) then cannot move to SpeclP before motan§pecCP sinceall would then be floated
under movement to SpeclP, which (30b) shows idldisad. McCloskey (2000) concludes based on
(30) thatwho moves directly to SpecCP, without moving to Spe@t® additional arguments, see
BoSkovi in press a and Messick 2020). This can actuallyntexpreted as an argument against the
traditional assumption that the EPP is a requirdgroarthe target head, | (hamely, that | must have a
Spec). On the other hand, this is easily captundabth BoSkowi (2007) and Chomsky (2013), where
the traditional EPP effect has nothing to do witthé subject moves because a problem would arise i
the base-position of the subject if it does not en(the movement is not driven/required by I). Since
neither system requires the subject to move toI8pectboth Boskowi (2007) and Chomsky (2013) the
relevant inadequacy can be satisfied if the wh-gdara (29)/(30a) moves to SpecCP.

But why is it that subject wh-movement cannot peacthrough SpeclP? Recall the ingredients
of the above account of the driving force of movatn8oskové (2007) argues that uK on the moving
element drives movement; what we have taken fraretts simply that every moving element has a uK
(see also Chomsky 2000). Furthermore, Bosk{®020) suggests that uK blocks feature-sharingghvh
was generalized to uK blocking labeling (28). Thassumptions make it possible to make movement
in general labeling-driven, with all movement takiplace to resolve labeling problems. This is &t fa
all we need to address thdo lefteffect puzzle—these independently motivated assompgive us
for free an explanation for why subject wh-movenaartnot proceed via SpeclP. Given the assumptions
in questionwho in (29) must have a uwWh feature.who moves to SpeclP, uWh will block feature-
sharing/labeling. This then prevents movement tjinoGpeclIP in (29)—in essence, the movement
would not do anything and it is also not neededh®y PIC (recall the movement is not required in
BosSkovi 2007 and Chomsky 2013, see also below on thig)ssu

In fact, it turns out that thevho lefteffect is much more general than the ban on stlyjbe
movement through SpeclP. It is not only that subjgt-movement cannot proceed through the usual
derived subject A-position, object wh-movement alaanot proceed through the usual derived object
position. Thus, in Kinande, not only subject agreetnbut also object agreement cannot be present if
the object undergoes wh-movement (Schneider-Zi&f#,1Boskow 2008a, 2016a). Given that in
Kinande an agreeing object precedes an agreemekémandicating overt object shift, the obligatory
drop of the agreement marker indicates imposgimhitobject shift on the way to SpecCP (see Boskovi
2008a, 2016a). Boskav{2020) provides evidence that the same holdsrigtigh'? The above account

12The main argument is based on the contrast ir@ianding the Coordinate Structure Constraint (SEgk@&vic
2020 for details and what this entails for phasehafathe middle field. Note also that while the msgibility of
11



of thewho lefteffect extends to the impossibility of object $hifovement to SpecAgroP on the way to
SpecCP. Just like uWh-feature blocks feature-spAaibeling with movement to SpeclP, which
prevents wh-movement through SpeclP, it also bldeledure-sharing/labeling with movement to
SpecAgroP, preventing wh-movement through SpecAgroP

All this is even more general. Boské\2008a) argues that there is a general ban onpieult
feature-checking, where X moves to a feature-cmeckieature-sharing in Chomsky 2013) position,
followed by movement to a different feature-cheglkposition. Thavho lefteffect and the object shift
effect are illustrations of this; they show thaatige-checking A-movement cannot feed feature-
checking A’-movement. There is also a great demlesce that feature-checking A’-movement cannot
feed another feature-checking A’-movement, i.emfdvement of type X feeding A’-movement of type
Y is banned—this concerns the criterial freezirfg@f where Op-variable creating movements like wh-
movement, topicalization, focalization, and QR aatrfeed each other (see (31)), see e.g. Epsteid, 199
Rizzi 2006, Boskowi 2008b). Boskow (2008b) in fact argues that what is behind sudzess/clic
movement not involving agreement is actually the ba multiple feature-checking, where a feature-
checking movement feeds another feature-checkingement!?

The above discussion of theho left effect generalizes to deduce BoSKtwi broader
generalization regarding the ban on multiple featthiecking, where a feature-checking movement
feeds a feature-checking movement (i lefteffect being just one illustration of this broaeéiect).

To undergo two feature-checking movementsjould need to have two uKs. Say we are dealing wit
a case where a phrase undergoes wh-movement faolldyetopicalization, as indicated by topic
intonation in (31a). ((31b) shows the landing sit¢he latter is higher than the former.)

(31) a. *Which professor, does Mary detest?

subject wh-movement passing through SpeclP mighdttrioutable to antilocality, under BoSké\d (2016a)
labeling approach to antilocality where movementimross a labeled projection and phrase-phrasgemer
labeling takes place at the phasal level (seeEleawvine 2016 as well as Boskévi994, 1997, Abels 2003, and
Grohmann 2003, among others, for antilocality mgeeerally), antilocality clearly cannot be relevamthe
object wh-movement case since there are a numipéirases between the landing site of object shiftZpecCP).
() a. *Wha did you believe for a long time now {b be a liar] and [Peter to be trustworthy]?

b. ?I've believed Johfor a long time now {tto be a liar] and [Peter to be trustworthy].
13See Boskowi (1997, 2002, 2008a) for evidence for the positioat successive-cyclic movement does not
involve agreement, which Chomsky simply assumes. &gument given there concerns the Lobeck (1980y/S
and Murasugi (1990) observation that functionaldsekcense ellipsis of their complement only whaeyt
undergo Spec-Head agreement (SHA), i.e. featurekaing, as illustrated by (i).
() a. John liked Mary andq[Peter|[; did t; like-Man] too.

b. John’s talk about the economy was intemgdiut pe Bill [ o 's tatk-abeutthe-econerijywas boring.

c. *A single student came to the class bechiide thestudenf] thought that it was important.

d. John met someone but | don't knawwfha [c: C Jehn-met]].

e. *John believes that Peter met someone thom't think Epr [c thatPetermetsomesiije
BoSkovi (1997, 2002) notes that an intermediate C cafcerise ellipsis of its IP complement (i), whictidovs
if passing through an intermediate SpecCP doesnmy feature checking/SHA with the C.
(i) *John met someone but | don't know wiReter saiddr ti [c C/thatdehn-met]].
Similar argument can be given for the impossibitifyfeature-checking A-movement feeding featuree&ing
A-movement based on the ellipsis contrast betweatral and ECM infinitives in (iii), noted in Marti(2001)
(see also Bo3ko®i2008a for an account of languages with overt xefleof agreement with intermediate heads
under wh-movement that does not involve feedintufeachecking movements).
(iii) a. John was not sure he could leave, butieel {r PRQ [ totleavd].

b. *John believed Mary to know French but Petieved kgor Jane[ie ti [ to irtknow-Frenel] .
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b. ?To Peter, what should Mary give? Grofpmann 2003)

To undergo topic and wh-movement, the moving phnasst have uTopic and uWh. The former will

block feature sharing with +whC (this essentiallpdis Spec-Head agreement with the C, which is
necessary in a wh-movement language). More gegemafice movement is labeling-driven and uK

blocks labeling via feature-sharing/feature-chegkid can undergo feature-sharing/feature-checking
only once.

5. Contextuality
Returning to thevho lefteffect, we have seen why movement to SpecCP canocted via SpeclP. We
have also seen that while the lack of movementpecB is a problem for standard approaches to the
EPP, which tie it to a property of IP/I, in a wémat requires filling the SpeclP position, it is agiroblem
for approaches to EPP effects in works like Bos&¢2007) and Chomsky (2013), which do not require
filling the SpeclP position. Let us, however, seatihe lack of SpeclP in constructions like (29ido
be captured in more standard approaches to theeE&d®, which tie it to a property of the targetile
A significant modification of those approaches wiviously be required, since IP does not haveex Sp
in (29).

Somewhat analogously to Rizzi's (1997) claim thate are two topic positions, in work in prep
| argue that there two wh-positions, a higher aholager one, where the lower wh-position is occupied
by wh-moved subjects. | provide a number of argum#rat wh-moved subjects and wh-moved objects
do not move to the same position. One argument sdrom Kaisse’s (1983) observation that there is a
one-word host restriction on contracted auxilianested by moved wh-phrases, but, crucially, ontipw
non-subject wh-phrases, which | interpret as irtthgathat the wh-phrases/auxiliaries are not in the
same position in (33a)-(34a) and (33b)-(34b). (Redasubjects do undergo wh-movement.)

(32) a. What's Mary buying? b. When’s dinner? How'’s your old man?
(33) a. *Whose food’s the dog eating? b. Whosel'oburning?
(34) a. *\Which man’s she the fondest of? b. Whiedm’s leaving first? (Kaisse 1983)

Another argument for the lower position of subjedi-movement comes from interaction with
topicalization: (35)-(36) show that only the langlisite of non-subject wh-movement is above thectopi

(35) a. ?Mary wonders which book, for Kim, Peteowdd buy.
b. *Mary wonders which student, for Kim, sthabbuy that book.
(36) a. ??1 wonder under which table, that bookryMaut.
b. *I wonder which man, that book, puttbe table.

Bringing the usual EPP position into all this, wiagg then have is thi&¥hoin (37b) is not as high as
whoin (37a) but is higher thavlary in (37¢).

(37) (a)  wondewho Mary met vs (b) | wondervho left vs (c) | thinkMary |eft

As for why the lower wh-position is confined to getdis, | argue that this is a mixed A/A’-position o
the border of the traditional A and A’ fields: & the landing site of wh-movement, but also thetjoos
where the EPP is satisfied (and nominative licensdds explains what appeared to be puzzling vagdi

of the EPP effect in (30a) ithohad to pass through Spe@lPwould be floated from the same position
in both examples in (30)) and more generally (Z8g EPP is satisfied in the lower wh-position, aexi
A/A’ position confined to A’-moved subjects. Foadd subjects also seem to move to that position,
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which is not surprising given that wh and focalizgddments have been argued to pattern together
regarding movement in a number of languages. Cengia-c).

(38) a. Only pennies did we share with a soul.
b. *We shared only pennies with a soul.
c. Only Francis gave pennies to a soul. Brarfigan 1992)

The licensepnly pennies-commandsvith a soulin (38a-b): the contrast can be taken to inditiade
with a soulcannot be licensed from a purely A-position. (38ah then be captured if the focalized
subject here moves to the mixed A/A’ position hkeoin (29).

All this leads to a new conception of the EPP graawith the contextual approach to phases in
Boskovt (2013, 2014), where there are phasal domainstentdighest phrase in a phasal domain is a
phase (e.g. DP is a phase in the nominal domdtmgtish, but in languages without articles where DP
is lacking, a lower projection in the nominal dom& a phase). In particular, there is an EPP domai
with the highest projection in this domain being tbcus of the EPP.

So far we have (39) for different subjects (andBER® domain; A/A’P is used for ease of exposition):

(39) [war wh-moved subjectd Mary

There is evidence for additional subject positionge EPP domain. First, BoskéW2020) argues for

a return to split IP. One argument concerns coatthn: given that bar-level coordination is disalém,

(40), where the subject is outside and the modakigle of the coordination, provides evidence that
subject and the modal are not in the same phiasenddal being lower than the phrase whose Spec the
subject occupies. Note that this can be captureaily minimalist clausal structure, which splititfo
AgrsP and TP, where in the perspective of the atidiscussion both would belong to the EPP dorifain.

(40) John [travels to Rome tomorrow] and [will fiyr Paris on Sunday]

Furthermore, BoSko¥i(2019) and Cardinaletti (2004) argue that non-@ggequirky subjects are lower
than agreeing subjects, which then gives us (4B @ould be AgrsP and YP TP under the split
suggested above—non-agreeing subjects would nigta@tl be located in SpecAgrsP).

(41) [nar Wh-moved subjectkp Mary [yp quirky subjects

All of this can be extended to many constructiang, the controversy regarding whether subject V-2
clauses in Germanic are CPs or IPs. The gist afdbwatroversy is that subject V-2 clauses in sdvera
respects differ from non-subject V-2 clauses (sewi$ 1991, Zwart 1991), but they are also not #xac
the same as regular non-V-2 subject clauses: wisaessentially indicates is that the subject injestt
V-2 clauses is in a position that is lower thanc&jfe but higher than SpeclP, which can be captdired i
the subject in such clauses is located in SpecAffor (41) (cf. also (38) for focalized subjects in
English).

In work in prep, | extend the analysis to a nundfesther elements that show mixed subjecthood
properties, like clausal subjects, the subjectafdtive and Quotative Inversion constructions, ted
subject of Singlish no-agreement constructions (eee2022 on the last one)—they are all arguectto b

Y0One of original arguments for splitting IP was cepitial: Infl was a strange element that contaimedkinds
of rather different information, agreement and é(lsoking at the two semantically it is quite alws how
different they are). The argument applies to threeru assumption that Tense has phi-features.
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located in SpecA/A’P (more generally, non-agreesnbjects cannot be located in what is labelled as
SpecXP in (41), which is actually equated with ARyfeom early minimalism}>16
To summarize, there is a height hierarchy regarttia wh-phrase/subject in (42a), shown in (42b).

(42) a. | wondewhat Mary bought vs | wondemvho left vs | thinkMary left
b. what > who > Mary

In this hierarchy, wh-subjects are lower than win-sabjects but still higher than regular subjettse
analysis is extendable to other constructions, Gemanic V-2 subjects, focalized subjects, clausal
subjects, locative inversion, and quotative inarsi

Based on this, | have argued for a contextual ggutr to the EPP (on a par with the contextual
approach to phases), where the highest projeatidhet EPP domain is the locus of the EPP (on a par
with the highest projection in a phasal domain ganphase). The hierarchy of the subject positions
discussed here is given in (43).

(43) wh(A/A’)-moved subjects>regular subjects>qgyidubjects

A more general point about contextuality is in erd@onsider the history of the locality-of-movement
islandhood research. Early on, in the bounding ragmgoach (see Chomsky 1973), the trouble-makers
for movement were defined rigidly: NP and IP weoeihding nodes regardless of the syntactic context
in which they occur. While thBarriers system (Chomsky 1986) is quite different from boeinding
node approach, the importance of one particulderdihce has generally gone unnoticed, namely the
contextuality oBarriers. One cannot even ask whether e.g. CP is a hatvetually, one could, but the
answer would bé dependsin particular, it depends on the syntactic coniexvhich the CP occurs. In
Barriers, trouble-makers for movement were defined contditda In the current theory, trouble-
makers for movement are defined in terms of phasksemsky’s original (2000, 2001) approach to
phases essentially went back to the bounding npdeoach in that it defined phases rigidly: thus, CP
and NP (ignoring the DP hypothesis) are phasesdkgs of their structural position. The lesson of
Barriersregarding the contextuality of the locality of neowent was lost in that approach. However, the
original approach to phases was soon followed Isppua contextual approaches to phasehood, where
whether XP is a phase or not depends on the sintacttext in which XP occurs (on a par wihrriers

and in contrast to the bounding node and the gdrgehood approach), see e.g. Boska005, 2014,
2015, Bobaljik and Wurmbrand 2005, den Dikken 2aD&spé 2011, Gallego & Uriagereka 2007, M.
Takahashi 2011 for different approach&®ushing the contextuality even further, Bo3kof@016b)

15See the work in question for the reason why quidyjects are lower and other non-nominative subjaigher
than this position.
18The account is extendable to Japanese scrambliiyggiiva (2003) argues that the scrambled O in ¥8 O
order satisfies the EPP when the subject stayp@t\® (a possibility in Japanese). Now, it is vikelbwn that
the scrambled O in the OVS order shows both A ahdréperties. All this can be captured if the schdeal
object that satisfies the EPP is located in SpetA(#ve would essentially be dealing here with a-nominative
subject, as Miyagawa essentially argues).
The relevance of contextuality is quite clear: ¢hg.bounding node approach, which considered biduading
node, had problems with making a distinction betwagbject, object, and adjunct NPs with respeektoaction
out of them, which was done easilyBarriers.
18 One important point that is emphasized in the warkBoskowt but still often missed is that the contextual
approach to phasehood enables us to capture agnsstic variation with respect to extraction with@ositing
parametric variation regarding what counts as a&@hahich would involve positing parametric vaoatin the
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argues that not only can the phasal status of asphbe affected by the syntactic context in which i
occurs, but the concept phasal edgei.e. the status of a Spec regarding the PIC atembe affected

by the syntactic context in which the Spec occths (ist of it is that, just like the highest pleas a
phasal domain functions as a phase, the highestiadgultiple-edge contexts functions as the phasal
edge). In other words, to know whether XP is a plashot we need to look at the syntactic context i
which XP occurs, and even once we know that XPpbase, to know whether SpecXP is at the phasal
edge, hence accessible from the outside, we ndedkat the local syntactic context in which tBaec
occurs (in particular, the presence of other Spé2$> can effect the edgehood of a particular SpcX
There has thus been a consistent move toward doatiy in the locality of movement. The contextual
approach to the EPP gains theoretical significavittén this broader picture. It shows broader ralese

of contextuality, contextuality now also being kelat in defining the EPP (in fact, in the same \aay
for phases and phasal edges—there is a domaimésep/phasal edges/EPP, with the highest phrase in
the relevant domain functioning as a phase, pleigd, locus of the EPP effect). Given that the EPP
involved in determining the driving force of movemethe contextuality then becomes crucial in
determining both the locality of movement and theidg force of movement.

In fact, the scope of the contextuality of synisxeven broader than that. In Chomsky (2013),
labeling is actually also contextual—the same eld@rhehaves differently regarding labeling depending
on the context it finds itself in (a phrase behalifferently in a phrase-phrase and a head-phrasgenm,
it also behaves differently in different phrasegs® contexts), and its status regarding labeliaggés
during the derivation (see (13b-a)).

The Bare-Phrase Structure system is alstoosly extremely contextual—whether a particular
element is a head, a phrase, or an intermediajegtian depends on its syntactic context—its status
this respect also changes during the syntactivakon: thus, what is a maximal projection aftéread
and a phrase merge becomes an intermediate posjegibn further mergé?.Furthermore, Takita et al
2016 argue that spell-out of a phasal complemesaregmlly removes it from the derivation, whichrtsir
the Spec of phase head X into a complement (dfeespell-outf® There is a parallelism to be made
here with the trouble-makers regarding localitynedvement. In the bounding node/rigid phasehood
approach, one can look at a node itself, withoyirgaattention to anything around it, and determine
whether it is a bounding node/phase or not. Thiaas possible in thdarriers system/contextual
phasehood approaches. Similarly, in the GB phragetare, one only needs to look at a particulateno
to determine its phrase structure status, wheth&aiphrase or a head (see e.g. (44), which egnbP,
and vP for the VP-Internal Subject Hypothesis) sTikinot the case in the Bare-Phrase structurerayst
looking at any of thdike-s in (45) itself does not help in determining Wiestthatlike is a head or a

computational system itself. To illustrate, whilbeds (2003) argues for a parametric variation rdiggrwhether
PP is a phase or not to capture crosslinguistiatian regarding P-stranding within a rigid approée phasehood
(along the lines of Chomsky’s original approachpsBovic (2014) shows that the relevant crosslinguistic
variation can be captured without any parametrigatian regarding phasehood, with a crosslinguadiyc
uniform approach to phases, under a contextualoapprto phases, whose structural sensitivity giveékse
necessary flexibility to capture crosslinguisticigtion of this sort.
19See Rizzi (2016) on interaction between Bare Ph8aseture and labeling in this respect. Note @ladomsky
(2019a:275) suggests a “conditiohcoherencer stability that says that the properties of a syntactic olgacit
change in the course of the derivatioHbwever, he does not seem to have in mind the éinssues discussed
regarding contextuality above.
20Boskovi (in press a) uses this to explain why phasal ipeziare more resistant to diachronic loss tham no
phasal specifiers (cf. the general loss of spesifiesscussed by Dadan 2019).
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phrase, the relevant status being determined cluaix (an element that does not project any furthe
(underlinedike) is a phrase, and an element that is not a projegike in italics) is a head).

(44) VP
NP V’
|
Nl
| Vv NP
N like |
They N’
|
N
Mary
(45) like
they like
like Mary

Furthermore, while the status of a position witbpext to the A/A’ distinction used to be determined
non-contextually (similarly to its phrase structstatus), in the phase system the status of aigosit
with respect to the A/A’-distinction is also detened contextually. Thus, as discussed in Boskovi
(2007), SpecvP is not always treated as an A-positthen it is a landing site of successive cyclic
movement. In the phase-based system, any moveraenf oP has to stop by SpecvP. The status of a
SpecvP with respect to the A/A’ distinction dependghe nature of movement that stops by SpecvP: if
we are dealing with A-movement (meaning the pasibelow and above SpecvP in the relevant chain
is an A-position), the SpecvP created by the movegroeunts as an A-position (the same holds when
SpecvP is the landing site of object shift), andefare dealing with A’-movement (as in the caselof
movement of adjuncts or long-distance movementhbpéats out of vP), the SpecvP created by the
movement counts as an A’-position. We thus nedddhk at the larger syntactic context to determine
the status of a particular SpecvP with respedtéc®/A’-distinction.

The general contextuality is reinforced by therapph to the traditional freezing ban discussed
above. Moved elements have been standardly coesiderbe islands. We have, however, seen that
extraction is actually possible out of moved eletsefincluding moved subjects) under certain
conditions Boskovi (2018) argues that the same holds for the trawitiédjunct Island, and BoSkavi
(2020) for the Coordinate Structure Constraint. @@njunct/ConjP islands). Boskév{2015, 2016a)
extends this to the Complex-NP Constraint, the Bip#yg Effect, and the Comp-trace effect. Taken
together, all this provides us with a broader ihsigto the nature of islandhood in general; there
actually no islandhood as that notion has beenrstated traditionally—there are no phrases that by
their very nature (and independently of their sgtitacontext) disallow extraction out of them. liner
words, being e.g. a subject or an adjunct doebyiself make the relevant phrase an island. THaids
to a heavily contextual view of islandhood, whishabstractly in line with the contextual approach t
phases (the contextuality of phases being essgrti@l same as the contextuality of the EPP). &, fa
in a series of works Boskav({2015, 2016a, 2018, 2020) proposes a uniform axtaafpretty much all
island/locality-of-movement effects based on a ewtal approach to phases, whose crucial component

17



is the labeling theory, which is itself heavily textual. More generally, BoSkavishows that
successive-cyclic movement has a special statnsaimy islandhood effects, where many islands are
confined to successive-cyclic movement (in a similay in which the traditional moved-element island
is confined to successive-cyclic movement), witke tabeling theory putting us in a position to
understand why that is the case, by providing giagmation for the special status of successivetcycl
movement in this respect.

Putting everything regarding labeling and moventegether, we are left with a unified picture
where movement and labeling interact rather styongilabeled elements cannot undergo movement,
unlabeled elements do not function as interveramnd, movement cannot target unlabeled elements
(movement also must cross a labeled element uhddalbeling approach to antilocality). Additionally
the labeling theory provides a uniform account bftaditional islands and locality-of-movement
effects. Much of this was made possible becauseessive-cyclic movement has a special status with
respect to a number of locality effects, which doubt have been even seen before the labelingytheor
the reason being that only the labeling theoryt$reaccessive-cyclic movement in general diffegent!
from other instances of movement—in a way, it git@sspecial status. The labeling theory itsetigve
labels are essentially contextually determinedpas of a broader move toward context-sensitivity,
which permeates many domains, including structwilimg and labeling, the A/A’ distinction,
formulation of locality domains (traditional islamood as well ashe status of phasal projections and
their edges), and, as argued here, the EPP (tiextoality of the EPP is essentially the same as th
contextuality of phases and phasal edges, beingetkfn the-highest-phrase-in-the-relevant-domain
terms).
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