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Introduction

An attractively straightforward possible worlds semantics for desire ascrip-
tions is routinely criticized for its apparently problematic predictions about
the monotonicity of such ascriptions. It is time to set the record straight:
desire ascriptions are in fact monotonic and accounts that say they aren’t
are inadequate. This short note will not pull together all the strands of ar-
gument (for some of that see Crnič 2011) but will focus on a few points that
have perhaps not been appreciated.

The question before us is whether there is an entailment from (1a) to (1b):

(1) Assuming that p entails q,

a. x wants p
b. x wants q

We will begin with making a prima facie argument that this entailment is
indeed present.

Prima facie

Three scenarios where a monotonic entailment seems exactly correct.

Fish

Alex and Billy are out for dinner at Oleana. Alex studies the menu and orders
the Striper with Sour Cherry Kisir, Pistachio Muhammara, Chard, and Tahini.
Billy is astonished:

(2) B: Really? You want fish?
A: Yes. The Striper sounds good.
B: I thought you were vegetarian.
A: Mostly, but once in a while I have some seafood.



We will leave Alex and Billy to their date. They have much to learn about each
other. Let’s focus on the fact that they are agreed that wanting the Striper
means that Alex wants fish for dinner. It’s hard to see how one could deny
that Billy is drawing a licit inference on the basis of Alex’s stated desire for
the Striper.

Christmas

Here’s an example fashioned after one from Asher 1987:

(3) A: Alexis wants a puppet and a puzzle for Christmas.
B: goes out and buys a puppet

A: ??What were you thinking? I didn’t say she wanted a puppet.

Having said that Alexis wants a puppet and a puzzle, it is astonishingly weird
for A to deny thereby having said that Alexis wants a puppet.

Weekend

Finally, An example suggested by Paul Crowley (pc):

(4) A: I want to leave on Saturday.
B: Really, you want to leave on the weekend? Why not wait for Mon-

day?

Again, B’s inference that A wants to leave on the weekend since she wants to
leave on Saturday seems straightforward.

von Fintel vs. Heim

Having seen prima facie reasons for a monotonic semantics for want, we
cast around for relevant analyses on the market. As it turns out, monotonic
analyses are thin on the ground.

As stand-ins for the monotonic and the non-monotonic perspective, I will
take the account by von Fintel 1999 and that by Heim 1992, respectively.
There are plenty of other non-monotonic accounts on the market, especially
those by Villalta 2008 and the probabilistic ones developed by Levinson 2003
and Lassiter 2017, but I will leave them aside and leave their assessment vis-
a-vis the arguments in this note to the reader as an exercise. In what follows,
I’m using simplified versions of von Fintel and Heim’s proposals that are
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boiled down to their essence, abstracting from complications not germane
to the question of monotonicity. Again, it’s an exercise to consider the full
versions of the proposals vis-a-vis the arguments in this note.

The account by von Fintel 1999 is a refinement of a Hintikka-style seman-
tics for want. It is what is now sometimes called a “best worlds” semantics.
The gist is that a desire ascription claims that the best worlds according to
the agent’s preferences are all worlds in which the prejacent is true. There
are two additional ingredients: (i) the worlds up for comparison are consti-
tuted by the agent’s doxastic set, and (ii) the prejacent needs to not already
be settled by the agent’s doxastic set. The first addition is there to account
for the fact that many of our desires are “realistic” in the sense that they
make the best of what is perhaps not an ideal situation. The second addition
is there to explain why the first addition doesn’t lead to us wanting anything
that we believe to be true (a desire version of the Samaritan Paradox). Here
then is the formulation we will use:

(5) ⟦want⟧ = 𝜆𝑝. 𝜆𝑥. 𝜆𝑤∶ 𝑝 ⊈ dox𝑥,𝑤 & 𝑝∩ dox𝑥,𝑤 ≠ ∅.
∀𝑤′ ∈ best𝑥,𝑤(dox𝑥,𝑤)∶ 𝑝(𝑤′) = 1.

In words: among 𝑥’s belief worlds in 𝑤, the ones that are best by the lights
of 𝑥’s preferences in 𝑤 are all 𝑝-worlds.

This semantics is almost monotonic on the prejacent. If 𝑥 wants (it to be
true that she has) striper, then 𝑥 wants fish. If all the best worlds are striper
worlds, since all striper worlds are fish worlds, they will all be fish worlds.
There is just one proviso: the entailment fails if 𝑥 believes that fish is the
only choice, that is that there are only fish worlds in 𝑥’s doxastic set. In that
case, 𝑥 can’t be said to want fish, since there’s no choice. But if fish is an
open choice (the diversity presupposition is satisfied), then the entailment
holds. In other words, the account is Strawson-monotone on the prejacent.

The account by Heim 1992 is officially a dynamic account but we can
extract a static account (based in part on an intermediate formulation in her
paper). The idea is based on an intuition articulated by Stalnaker 1984. In
Heim’s words:

The analysis of desire verbs I want to pursue here is sketched in
Stalnaker 1984, p.89: ‘wanting something is preferring it to cer-
tain relevant alternatives, the relevant alternatives being those
possibilities that the agent believes will be realized if he does
not get what he wants.’ An important feature of this analysis is
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that it sees a hidden conditional in every desire report. A little
more explicitly, the leading intuition is that John wants you to
leave means that John thinks that if you leave he will be in a
more desirable world than if you don’t leave.

The account is easiest to grasp if one uses Stalnaker’s semantics for con-
ditionals, which is based on a function that for any pair of a world 𝑤 and
a proposition 𝑝 selects from among the worlds where 𝑝 is true the unique
world that is maximally similar to 𝑤. This will be 𝑤 itself when the proposi-
tion is true of 𝑤. (As before, variants are left to the reader to ponder.)

Heim’s account is then this:

(6) ⟦want⟧ = 𝜆𝑝. 𝜆𝑥. 𝜆𝑤. ∀𝑤′ ∈ dox𝑥,𝑤 ∶
sim𝑤′(dox𝑥,𝑤 ∩𝑝) <𝑥,𝑤 sim𝑤′(dox𝑥,𝑤 −𝑝).

In words: every one of 𝑥’s belief worlds that is a 𝑝-world is better than the
most similar non-𝑝-world and every one of 𝑥’s belief worlds that is a non-𝑝-
world is worse than the most similar 𝑝-world.

Some notes:

• The comparison is a pairwise comparison of 𝑝/not-𝑝 pairs of worlds.
• As we will see, the semantics is very demanding. But one finds misrep-

resentations of it in the literature, according to which it makes an even
stronger demand: that all 𝑝-worlds are better than any non-𝑝-worlds.
This is not so.

• Note also that the diversity condition is built in by assuming that the
sim-function presupposes that it is being given a non-empty proposi-
tion.

• It doesn’t follow from 𝑤′ being the most similar non-𝑝-world to the
𝑝-world 𝑤 that 𝑤 is the most similar 𝑝-world to 𝑤′.

Heim’s semantics is non-monotonic and proudly so. The basic feature
that makes non-monotonic analyses non-monotonic is that when we move
to the weaker prejacent, which is true in a superset of worlds compared
to the original prejacent, more worlds come into play and affect the want-
ascription.

So, consider Alex who wants the striper. For Heim, this means that each
striper world is better than the most similar non-striper world. But to want
fish, much more would need to hold: every fish world, including the sword-
fish worlds (which Alex explicitly did not choose when looking at the menu),
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needs to be better than the most similar non-fish-world. Nothing about the
first want-ascription would guarantee this, so we have non-monotonicity.

The stark difference between von Fintel and Heim can be brought out
with the following scenario, a variant of the dinner date scenario:1

Imagine you fancy some fish for dinner. If you don’t order fish, you’d
order a green salad. There’s a belief world where the fish is undercooked;
after all, you may not be so sure about the restaurant. There’s no way even
this place will mess up a green salad. So, there is a p-world among your
doxastic alternatives (undercooked fish) that is worse than the nearest non-
p-world (acceptable green salad). So, according to Heim, it’s false that you
want fish. It may also be false that you want green salad. It’s hard to have
desires in Heim’s world.

Non-monotonicity, hypersensitivity, and hyperspecificity

A Heimian semantics for desire ascriptions, and perhaps any other reason-
able non-monotonic semantics, has much in common with a very plausible
idea about desires. The idea is that we can find out what a desire is by in-
vestigating what it takes for the desire to be satisfied (and of course also,
unsatisfied, and perhaps moot). And if we ask what the satisfaction condi-
tions are for Alex’s desire for fish at the date with Billy, the answer is that
Alex’s desire won’t be satisfied by just any fish dish. It goes without saying
that the dish has to be well-prepared, and Alex may have other relevant pref-
erences that modulate her desire: sustainably fished, no oregano, what have
you. This much I completely agree with.

So one way to motivate the Heimian semantics is that it reflects the usu-
ally quite specific satisfaction conditions of desires. To desire something
means to prefer any doxastically accessible way of it being realized to the
most similar way of its not being realized.

But carrying this true insight into the nature of desire over to the seman-
tics of desire ascriptions is a confusion. x wants p does not mean that if p,
x’s desire for p will be satisfied or anything like that. Desire ascriptions do
not report what the satisfaction conditions for a desire are. Rather, desire
ascriptions report a property of the worlds in which the agent’s desires are
as best satisfied as they can be given their beliefs. x wants p means given x’s
beliefs, the worlds that best satisfy x’s desires are all p-worlds.

1 The fish scenarios in this paper are all inspired by similar experiments in Fara 2013.
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In a slogan: desires are non-monotonic, desire ascriptions are mono-
tonic.
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