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Abstract Sentences involving embedded disjunctions give rise to distributive and

free choice inferences. These inferences exhibit certain characteristics of Scalar

Implicatures (SIs) and some researchers have proposed to treat them as such. This

proposal, however, faces an important challenge: experimental results have shown

that the two inferences are more robust, faster to process, and easier to acquire than

regular SIs. A common response to this challenge has been to hypothesise that such

discrepancies among different types of SIs stems from the type of alternatives used

to derive them. That is, in contrast to regular SIs, distributive and free choice

inferences are computed on the basis of sub-constituent alternatives, which are

alternatives that are formed without lexical substitutions. This paper reports on a

series of experiments that tested this hypothesis by comparing positive, disjunctive

sentences giving rise to the two inference types to variants of these sentences

involving either negation and conjunction, or negation and disjunction, for which

the implicature approach predicts similar inferences on the basis of the same type

of alternatives. The investigation also included deontic and epistemic modality,

different positions of negation, and was extended to similar comparisons with

simple disjunctions and the related ignorance inferences they give rise to. Our

results show that, while the inferences are indeed quite robust in the disjunctive

cases, regardless of whether negation is present or not, the inferences that their

negative, conjunctive variants give rise to are not. These findings are challenging

for the hypothesis that the type of alternatives involved in SI computation is a

major factor responsible for differences in robustness. We outline two possible

alternative explanations of our data.

∗ For very helpful discussion and feedback, we would like to thank Maria Aloni, Moysh Bar-Lev, Kyle

Blumberg, Marco Degano, Patrick Elliott, Danny Fox, Simon Goldstein, Matt Mandelkern, Sonia

Ramotowska, Paolo Santorio, Uli Sauerland, Todd Snider and the audience at the ‘Scales, degrees,

and implicature Workshop’ at Potsdam University, and at the Amsterdam Colloquium 2022. This

research was supported by the Leverhulme Trust grant RPG-2018-425. Data files associated with

our experiments, as well as the codes relevant to data treatment and statistical analyses that we

report on are available open access on the OSF: https://osf.io/x4v2a/.

mailto:p.marty@ucl.ac.uk
mailto:jacopo.romoli@hhu.de
mailto:y.sudo@ucl.ac.uk
mailto:r.breheny@ucl.ac.uk
https://osf.io/x4v2a/


Marty, Romoli, Sudo, & Breheny

Keywords: disjunction, free choice, distributive inferences, ignorance inferences, negation,

alternatives, relevance, alternative possibilities, implicature

2



What makes an inference robust?

Contents

1 Background 5
1.1 The implicature approach to Free choice and Distributive inferences 5

1.1.1 Basic ingredients . . . . . . . . . . . . . . . . . . . . . . . 6

1.1.2 Distributive inferences . . . . . . . . . . . . . . . . . . . . 7

1.1.3 Free choice inferences . . . . . . . . . . . . . . . . . . . . 8

1.2 The challenge and the response . . . . . . . . . . . . . . . . . . . 9

1.3 Novel predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Overview of the experiments 15

3 Experiments 1-3: Deontic modals 18
3.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.4 Data treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.5 Data analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.6.1 Control trials . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.6.2 Experiment 1: High Negation . . . . . . . . . . . . . . . . 24

3.6.3 Experiment 2: Intermediate Negation . . . . . . . . . . . . 27

3.6.4 Experiment 3: Low Negation . . . . . . . . . . . . . . . . . 28

3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Experiments 4-6: Epistemic modals and ignorance 29
4.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.2 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.4 Data treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.5 Data analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.6.1 Experiment 4: High negation . . . . . . . . . . . . . . . . 36

4.6.2 Experiment 5: Intermediate negation . . . . . . . . . . . . 39

4.6.3 Experiment 6: Low negation . . . . . . . . . . . . . . . . . 40

4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5 General discussion 44

6 Two directions 46
6.1 A relevance-based approach . . . . . . . . . . . . . . . . . . . . . 46

3



Marty, Romoli, Sudo, & Breheny

6.1.1 Relevance and disjunction . . . . . . . . . . . . . . . . . . 46

6.1.2 Positive and low negative cases . . . . . . . . . . . . . . . 48

6.1.3 High and intermediate negative cases . . . . . . . . . . . . 49

6.1.4 A note on regular SIs . . . . . . . . . . . . . . . . . . . . . 49

6.1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.2 A hybrid approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.2.1 The non-implicature part . . . . . . . . . . . . . . . . . . 51

6.2.2 Free choice inferences . . . . . . . . . . . . . . . . . . . . 52

6.2.3 Distributive inferences . . . . . . . . . . . . . . . . . . . . 53

6.2.4 Ignorance inferences . . . . . . . . . . . . . . . . . . . . . 54

6.2.5 High and intermediate negation . . . . . . . . . . . . . . . 55

6.2.6 Low negation . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7 Conclusion 58

A Training trials and Instructions in Exp.1-3 61
A.1 Instructions for Exp.1-3 . . . . . . . . . . . . . . . . . . . . . . . . 61

A.2 Training trials in Exp.1-3 . . . . . . . . . . . . . . . . . . . . . . . 62

B Training trials and Instructions in Exp.4-6 62
B.1 Instructions for Exp.4-6 . . . . . . . . . . . . . . . . . . . . . . . . 62

B.2 Training trials in Exp.4-6 . . . . . . . . . . . . . . . . . . . . . . . 64

4



What makes an inference robust?

1 Background

Sentences like those in(1a)and(2a), where disjunction is embedded under a modal,
give rise to the inferences in(1b)and(2b), respectively. The inference type in(1b)
is generally referred to as afree choice inference (henceforth, FC), and the one in
(2b) as adistributive inference (henceforth, DI).1

(1) Free Choice (FC)

a. It is possible that the box contains either a blue ball or a yellow ball.
b.  It's possible that the box contains a blue ball and it's possible that it

contains a yellow ball

(2) Distributive Inference (DI)

a. It is certain that the box contains either a blue ball or a yellow ball.
b.  It's possible that the box contains a blue ball and it's possible that it

contains a yellow ball

These two inferences have been long known to display certain similarities to regular
Scalar Implicatures (henceforth, SIs) like the one in(3b), arising from the simple
sentence containing a possibility modal in (3a).

(3) Scalar Implicature (SI)

a. It is possible that the box contains a blue ball.
b.  It's not certain that the box contains a blue ball

This fact has led some researchers to treat FC and DI as instances of SIs. In this
section, we start by sketching this approach. Next, we discuss potential challenges
coming from certain di�erences between these inferences and regular SIs arising
from recent experimental research, and the main response to those challenges.

1.1 The implicature approach to Free choice and Distributive inferences

Implicatures were �rst extensively discussed by Grice (1975), who also coined
the termimplicatureitself, and ever since then, the question of how implicatures
arise has never been settled. A particularly well-discussed cases of implicatures
are so-calledscalar implicatures (SIs) like (3b)above. In a nutshell, the question
is whether SIs arise mainly from the pragmatic side of the semantics-pragmatics
interface by dint of pragmatic principles, or are computed in the semantic compo-
nent of grammar as part of the conventional meaning of the linguistic expressions

1 Forfree choice inferences, see Kamp 1974, 1978 and much subsequent work; fordistributive
inferences, see Crni£, Chemla & Fox 2015, Chierchia 2013, Santorio & Romoli 2017, Ramotowska
et al. 2022 among others.
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used.2 The debate between these two approaches is not crucial for our present
purposes. In the following, we sketch a version of the latter approach, but we note
that this choice is just for concreteness.

1.1.1 Basic ingredients

Let us follow Chierchia, Fox & Spector (2012) and much related work and assume
that SIs arise from the application of a silent exhausti�cation operator, `exh', which
combines with a sentence and returns the meaning of that sentence together with
its SIs. More precisely,exh takes as arguments a sentence and a set of contextu-
ally relevant alternatives to the sentence, and it returns the conjunction of that
sentence with the negations of a subset of its relevant alternatives, namely those
relevant alternatives that are `innocently excludable.' In e�ect,exh strengthens
the meaning of the sentence, while avoiding contradictions and arbitrary choices
between alternatives. The de�nition ofexh is given in (4) and that of innocent
exclusion in (5), whereC̀' stands for the set of salient alternatives.

(4) JexhK(C)( p)(w) = p(w) ^8 f 2 IE(p;C)[: Jf K(w)]

(5) IE(p;C) :=
�

C0

�
�
�
�

C0 is a maximal subset ofC such that for somew,
p is true atw and each member ofC0 is false atw

�

With these de�nitions in place, we can now illustrate how regular SIs are
derived on this approach. For these purposes, consider the possible parse of (3) in
(6), which involvesexh. The alternatives forexh's prejacent are given in (7).3 In
this case, there is only one maximal excludable subset which includes only one
alternative, namely the alternative labeled as `� a' below. Excluding this alternative
gives rise to the intuitively correct implicature in(3b), namelyit is not certain that
the box contains a blue ball.

(6) exh[It is possible that the box contains a blue ball] =� a^ : � a

(7)
�

It is possible that the box contains a blue ball� a
It is certain that the box contains a blue ball � a

�

The meaning strengthening mechanism described here is very general and its
application extends to a variety of simple and more complex cases involving regular
SIs. In the following, we explain how it can be used to derive DI and FC.

2 See, e.g., Sauerland 2004, Chierchia, Fox & Spector 2012, Franke 2011, Chemla 2010, Geurts 2010.
3 While the question of how alternatives are determined is still very debated, most theories of

alternatives assume that the set of alternatives to (6) include those in (7); see Breheny et al. 2018
and references therein for discussion.
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1.1.2 Distributive inferences

Consider again the case of DI in (2) above. The literal meaning of(2a)can be
schematically represented as� (a_ b). This meaning does not entail thedistribu-
tive inference and it is compatible with a situation in which one of the disjuncts is
certain and the other impossible. However, if(2a)is parsed withexh, as shown in
(8), then the inference in(2b)arises as an implicature. To illustrate, assume that
the prejacent ofexh, (2a), has the alternatives in (9).4

(8) exh[It is certain that the box contains a blue ball or a yellow ball]

(9)

8
>><

>>:

It is certain that the box contains a blue ball or a yellow ball � (a_ b)
It is certain that the box contains a blue ball � a
It is certain that the box contains a yellow ball � b
It is certain that the box contains a blue ball and a yellow ball� (a^ b)

9
>>=

>>;

All the alternatives in (9) but the prejacent are innocently excludable. The exclusion
of these alternatives, and in particular the exclusion of the two alternatives cor-
responding to the modalised disjuncts,� a and� b, yields the desired distributive
meaning: it is possible that the box contains a blue ball and it is possible that it
contains a yellow ball.

(10) Jexh[It is certain that the box contains a blue ball or a yellow ball]K=
� (a_ b) ^ : � (a^ b)^ : � a^ : � b =
� (a_ b) ^ : � (a^ b)^ � a^ � b

In sum, a theory of scalar implicatures can account fordistributive inferences.
As one can verify, the key observation here is thatdistributive inferences can be
derived as SIs as long as each disjunct in the scope of the modal is taken to be an
alternative. We turn next to the case of free choice.

4 The implicature approach to `distributive inference' we are sketching here is the standard one, which
derives them through the implication that each disjunct is not certain, as shown in (10). Recent
work has unveiled cases where the distributive implication that each disjunct is possible arises (i.e.,
� a^ � b), without the implication that neither is certain (i.e.,: � a^ : � b). This is challenging for
the standard approach, because under this approach the two implications are necessarily linked
i.e., one is derived from the other. As a result, alternative implicature accounts to distributive
inferences, which can derive one implication without the other, have been put forward in the
literature (Crni£, Chemla & Fox 2015, Bar-Lev & Fox 2020 among others). While we think this is
a critical debate pushing our understanding of distributive inferences forward, here and in our
experiments, we decided not to test situations that would pull the two implications apart. We
therefore put this distinction aside for the time being; See Crni£, Chemla & Fox 2015, Bar-Lev &
Fox 2020 and Ramotowska et al. 2022 for discussion.
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1.1.3 Free choice inferences

The exhausti�cation-based process deriving regular SIs does not immediately
deriveFree Choice inferences like those in (1), but it can be amended (and has
been amended) in various ways to achieve this purpose (among others, Fox 2007,
Klinedinst 2007, Santorio & Romoli 2017, Bar-Lev 2018, Bar-Lev & Fox 2020, Chemla
2010). Most prominently, Fox (2007) proposes that FC is a recursive or higher order
implicature, arising through two successive applications ofexh. More recently, Bar-
Lev (2018) and Bar-Lev & Fox (2020) put forward an amendment to the de�nition
of exh so thatexh not only excludes alternatives but also includes some others.
We use this latter account for illustrative purposes but, here again, we note that
nothing hinges on this presentation choice.

The proposal from Bar-Lev (2018) and Bar-Lev & Fox (2020) is that, in addition to
conjoining the prejacent with the negation of its innocently excludable alternatives,
the exhaustivity operator also conjoins the prejacent with a subset of other alter-
natives, those that are `innocently includable'. Concretely, innocently includable
alternatives, as de�ned in (11), are those alternatives that are in all maximal subsets
of alternatives that can be conjoined consistently with the assertion and with the
negation of all innocently excludable alternatives. Following this characterisation,
the de�nition of exh is to be amended as shown in (12):exh conjoins the prejacent
with the negation of all innocently excludable alternatives, just as before, and now
also conjoins it with all the innocently includable alternatives.

(11) II(p;C) :=

8
>><

>>:
C00

�
�
�
�
�
�
�
�

C00is a maximal subset ofC such that for somew,
p is true atw
and each member ofIE(p;C) is false atw
and each member ofC00is true atw

9
>>=

>>;

(12) JexhK(C)( p)(w) = p(w) ^8 f 2 IE(p;C)[: Jf K(w)] ^8 f 2 II(p;C)[Jf K(w)]

Assuming the novel de�nition in (12), FC inferences can be derived via a single
application ofexh. To illustrate, consider the parse of(1a)in (13), whereexh occurs
at matrix level. We assume that the alternatives toexh's prejacent are those in (14).

(13) exh[It is possible that the box contains a blue ball or a yellow ball]

(14)

8
>><

>>:

It is possible that the box contains a blue ball or a yellow ball� (a_ b)
It is possible that the box contains a blue ball � a
It is possible that the box contains a yellow ball � b
It is possible that the box contains a blue ball and a yellow ball� (a^ b)

9
>>=

>>;

The conjunctive alternative, namely� (a^ b), is the only innocently excludable
alternative in this case. But there is now another way whereby the basic meaning of
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the assertion can be strengthened, i.e., by identifying and including the innocently
includable alternatives. As Bar-Lev & Fox (2020) show, there is one and only one
subset of includable alternatives here,f � (a_ b); � a; � bg. Including each of these
alternatives gives us the FC inference we were after, as shown in (15).

(15) Jexh[It is possible that the box contains a blue ball or a yellow ball]K=
� (a_ b) ^ : � (a^ b)^ � a^ � b

Thus, the implicature approach can be extended to capture FC as well. Crucially,
despite some di�erences between the derivations of DI and FC, it is easy to see
that there is a striking similarity in the type of alternatives that these inferences
are assumed to be derived from: just like DI, FC is derived on the basis of those
alternatives that correspond to the modalised disjuncts (here,� a and� b).

To summarise, the implicature approach has been a prominent approach in the
literature and it can account for the two inferences in focus here:distributive and
free choice inferences. In fact, these inferences, andfree choice in particular,
are commonly taken as a testing ground for disentangling predictions of di�erent
theories of implicatures (Fox 2007, Geurts 2010, Franke 2011, Bar-Lev 2018, Chemla
2010, Marty & Romoli 2021 among others). As we shall now see, however, results
from recent experimental studies have challenged the implicature approach to DI
and FC based on certain discrepancies between them and regular SIs.

1.2 The challenge and the response

Experimental work has unveiled discrepancies in the processing and acquisition
of FC and DI, compared to regular SIs. In particular, FC has been consistently
found to exhibit such di�erences. First, it has been shown to di�er in its processing
pro�le from regular SIs: Chemla & Bott 2014, building on Bott & Noveck 2004,
found that responses based on FC interpretations are not slower than those based
on the corresponding literal meanings, unlike what is usually found for regular
SIs (see Van Tiel & Schaeken 2017 for similar results). Second, Tieu et al. (2016)
found that 5-year-old children behave in a more adult-like fashion with FC than
regular SIs, suggesting that the former type of inference is acquired earlier than
the latter.Distributive inferences have been studied less, but similar di�erences
in processing speed and acquisition have been found for them as well (Van Tiel &
Schaeken 2017, Pagliarini et al. 2018). That fact that FC and DI appear to be faster to
process and easier to acquire than regular SIs raise a challenge for the implicature
approach treating these inferences like regular SIs.

Thus far, the response in the literature has been to relate the observed dis-
crepancies to the nature of the alternatives involved in the derivation of these
inferences. The gist of the idea is that the derivation of regular SIs involves alter-
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natives which requires lexical substitution, while those of DI and FC do not. To
illustrate, consider again the example in (3) repeated from above. As it is easy to
see, in order to arrive at the expected result in(3b), speakers need to entertain the
alternative in (16), which involves substitutingpossiblewith its stronger scalemate,
certain.

(3) Scalar Implicature (SI)

a. It is possible that the box contains a blue ball.
b.  It's not certain that the box contains a blue ball

(16) It is certain that the box contains a blue ball.

By contrast, none of the alternatives involved in the derivation of DI and FC requires
lexical substitution. Rather, the derivations of these inferences are all based on
alternatives involving subconstituents of the asserted sentence. For instance, as
illustrated above, thedistributive inferences associated with(2a), � a^ � b, are
derived on the basis of the alternatives in blue in (17), corresponding to the disjuncts
appearing in the scope of the modal.

(2) distributive inference (DI)

a. It is certain that the box contains either a blue ball or a yellow ball.
b.  It's possible that the box contains a blue ball and it's possible that it

contains a yellow ball

(17)

8
>><

>>:

It is certain that the box contains a blue ball or a yellow ball � (a_ b)
It is certain that the box contains a blue ball � a
It is certain that the box contains a yellow ball � b
It is certain that the box contains a blue ball and a yellow ball� (a^ b)

9
>>=

>>;

Similar observations hold for thefree choice inferences associated with (1),
� a^ � b, as evidenced below:

(1) free choice (FC)

a. It is possible that the box contains either a blue ball or a yellow ball.
b.  It's possible that the box contains a blue ball and it's possible that it

contains a yellow ball

(18)

8
>><

>>:

It is possible that the box contains a blue ball or a yellow ball� (a_ b)
It is possible that the box contains a blue ball � a
It is possible that the box contains a yellow ball � b
It is possible that the box contains a blue ball and a yellow ball� (a^ b)

9
>>=

>>;
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In sum, the observation here is that the kind of alternatives involved in the compu-
tation of regular SIs di�er from that involved in the derivation of DI and FC: the
former involve lexical substitutions while the latter don't. Based on this observation,
researchers have hypothesised that appealing to lexical substitution when building
alternatives is what slows down the processing of an SI and makes it harder to
acquire. This hypothesis can be formulated as follows (see Singh et al. 2016, Tieu
et al. 2016, Pagliarini et al. 2018, Chemla & Bott 2014, Van Tiel & Schaeken 2017,
Barner, Brooks & Bale 2011):

(19) Alternative-based hypothesis (restricted)
Alternatives that do not involve lexical substitutions give rise to inferences
that are faster to process and easier to acquire.

The Alternative-based hypothesis above has been primarily formulated in reference
to processing and acquisition results. Yet another way in which DI and FC have
been shown to di�er from regular SIs is in their robustness (Chemla 2009, Van
Tiel & Schaeken 2017, Marty et al. 2021). Thus, it is natural to extend the original
Alternative-based hypothesis along the lines of (20) so as to include robustness as
well.

(20) Alternative-based hypothesis (extended)
Alternatives that do not involve lexical substitutions give rise to inferences
that are more robust, faster to process and easier to acquire.

This version of the Alternative-based hypothesis permits to reconcile the impli-
cature approach with the experimental results pertaining to the robustness of DI
and FC reported in the literature. As we shall see, this hypothesis also makes novel
predictions. Before we turn to these predictions, let us emphasise that, while we
formulated two separate hypotheses above, they both directly relate the discrep-
ancies under discussion to a single source having to do with the nature of the
alternatives involved in the derivation of the inferences in question. It also bears
pointing out that, although the cognitive cost of a scalar inference is in principle
independent from its robustness, it is reasonable to assume that the two measures
are positively correlated to some extent. It could be so, for instance, if both of the
following are the case: (i) The lower the processing cost associated with a given
inference, the more likely it is that this inference will be accessed by speakers, and
(ii) when speakers perceive both the strong and weak reading of a given sentence,
they preferentially resolve the ambiguity at hand by favoring the stronger over the
weaker reading. These assumptions link the likelihood that a given inference be
accessed by speakers, which partly depends on its processing cost (among other

11
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factors), to the likelihood that its corresponding reading be reported by speakers,
which depends in turn on its accessibility. We come back to this point below.

1.3 Novel predictions

Once supplemented with the hypothesis in (20), the implicature approach predicts
that inferences based on non-lexical alternatives should behave more like FC and
DI, and unlike regular SIs. One straightforward way to test this general prediction
is to look at the negative counterparts of(1a)� (2a)in (21)�(22) and their predicted
inferences.

(21) negative free choice

a. It is not certain that the box contains both a blue ball and a yellow
ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball

(22) negative distributive inference

a. It is not possible that the box contains both a blue ball and a yellow
ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball

These cases are particularly interesting for our purposes because the implicature
approach derives negative FC and negative DI in the same way as their positive
counterparts, on the basis of the same type of non-lexical alternatives. To illustrate,
consider �rst the case of negative FC in (21). The literal meaning of this sentence,
as predicted by standard approaches to modals and conjunction, is equivalent to
: � a_ : � b and it is thus compatible with one ofa or b being certain. However, in
the same way as before, this literal meaning can be exhausti�ed as shown in (23),
using the alternatives in (24) (where the critical alternatives are indicated in blue,
as before).

(23) exh[It is not certain that the box contains both a blue ball and a yellow
ball]

(24)

8
>><

>>:

It is not certain that the box contains both a blue ball and a yellow ball: � (a^ b)
It is not certain that the box contains a blue ball : � a
It is not certain that the box contains a yellow ball : � b
It is not certain that the box contains either a blue ball or a yellow ball: � (a_ b)

9
>>=

>>;
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In a similar way as for positive FC,: � (a_ b) is the only innocently excludable
alternative while the other three are innocently includable, i.e.,II = f: � (a^
b); : � a; : � bg. By including these alternatives, we obtain the negative free choice
meaning of the sentence:

(25) Jexh[It's not certain that the box contains a blue and a yellow ball]K=
: � (a^ b) ^ � (a_ b)^ : � a^ : � b

Importantly, note that the alternatives over which negative FC is derived are parts
of the asserted sentence and do not involve any lexical substitution. The same
can be shown for the negativedistributive inference in (22), which is derived
from the alternatives in (26). In particular, the alternatives in blue end up being
excluded. Their exclusion, together with the literal meaning of the sentence, entails
the negative DI inference indicated above.

(26)

8
>><

>>:

It is not possible that the box contains both a blue ball and a yellow ball: � (a^ b)
It is not possible that the box contains a blue ball : � a
It is not possible that the box contains a yellow ball : � b
It is not possible that the box contains either a blue ball or a yellow ball: � (a_ b)

9
>>=

>>;

(27) Jexh[It is not possible that the box contains a blue and a yellow ball]] K=
: � (a^ b) ^ � (a_ b)^ � a^ � b =
: � (a^ b) ^ � (a_ b)^ : � a^ : � b

Finally, call the cases in (21) and (22) `high negative' cases, and consider the equiv-
alent `intermediate' negative cases in(28a)and(29a), where negation appears just
below the modal, and the corresponding `low' negative versions in(30a)and(31a),
where negation is embedded further down. Since the implicature approach works
on logical relations between the asserted sentence and its alternatives, it predicts
the availability of the same inferences for all these logically equivalent cases.

(28) intermediate negative FC

a. It is possible that the box does not contain both a blue ball and a
yellow ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball

(29) intermediate negative DI

a. It is certain that the box does not contain both a blue ball and a yellow
ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball
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(30) low negative FC

a. It is possible that the box either does not contain a blue ball or it does
not contain a yellow ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball

(31) low negative DI

a. It is certain that the box either does not contain a blue ball or it does
not contain a yellow ball.

b.  It's not certain that the box contains a blue ball and it's not certain
that it contains a yellow ball

Table 1 summarises all the cases discussed so far, together with their predicted
inferences, across the di�erent sentence types and environments.

Schematic description
Environment FC DI SI

positive � (a_ b) � (a_ b) � a
Inference: � a^ � b � a^ � b : � a

negative
High : � (a^ b) : � (a^ b) : � a
Intermediate � : (a^ b) � : (a^ b)
Low � (: a_ : b) � (: a_ : b) � : a
Inference: : � a^ : � b : � a^ : � b � a

Table 1 Overview of the cases investigated in this study, along with their
predicted inferences. The positive and the low negative cases involve
disjunction, while the other cases involve conjunction.

As discussed, the implicature approach predicts the negative inferences de-
scribed in this section to be derived in the same way and on the basis of the same
type of alternatives as their positive counterparts. Coupled with the Alternative-
based hypothesis, this approach predicts these inferences to behave like their
positive counterparts, and unlike regular SIs, in terms of strength, processing, and
acquisition. Moreover, these predictions do not change across the di�erent variants
of the negative cases that we have described, i.e., whether negation appears high in
the sentence, at an intermediate position below the modal, or within each disjunct.
These predictions are summarised in Table 2.

14



What makes an inference robust?

Inference type
Environment FC DI SI

positive 3 3 3
negative

High 3 3 3

Intermediate 3 3

Low 3 3 3

Table 2 Predictions of the implicature approach, supplemented with the
Alternative-based hypothesis in (20). A checkmark indicates that the
relevant inference is predicted to be available. A dark green checkmark
3 indicates that a robust inference is predicted, while a light green
one 3 stands for a weaker/regular inference.

In the following sections, we present and report on a series of experiments
testing the above predictions for FC and DI. Before moving to the experiments,
however, one last clari�cation is in order. Although the implicature approach
predicts no di�erence between positive and negative cases, it is possible that
negative sentences give rise to less robust implicatures, because these sentences
are generally harder to process than their positive counterparts. To control for
this potential e�ect of negation, it is thus critical to also take regular SIs into
consideration, both in their positive and negative versions, and add these cases to
our set of comparison points for FC and DI. If, indeed, negation lowers implicature
derivation across the board, this e�ect should be observed for regular SIs as well.

2 Overview of the experiments

Some of the cases that we were interested in have been investigated in two previous
studies. The �rst one is Chemla 2009, which compared positive and high negative
FC in simple and quanti�cational environments. The second is Marty et al. 2021,
which tested positive and high negative FC against various baselines and compared
them to positive and negative SIs. Both of these studies found a clear di�erence
in inference strength between positive FC and high negative FC cases involving
deontic modalities (e.g.,allowed/required). The present study aimed to expand on
these initial investigations in two main ways.

First, we extended the empirical scope of previous studies by looking at the
e�ect of sentence polarity across three inferences types � FC, DI and SI � and by
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testing not only deontic modals, but also epistemic ones. Second, we experimentally
manipulated the position of negation in the negative cases so as to cover the whole
range of linguistic environments presented in Table 1 � high, intermediate and low
negative cases. By adding these novel cases to the set of comparison points, our
goal was to investigate the e�ect of sentence polarity on inference strength in a
more systematic fashion, to reach a more complete and accurate description of this
e�ect so as to asses the generality of this phenomenon, to evaluate the challenge
it constitutes for the Alternative-based hypothesis and, to test the predictions of
non-implicature approaches to FC and DI as well.

In the following two sections, we report on two sets of three experiments that
we carried out to achieve these purposes. All our experiments involved a sentence-
picture acceptability task where participants were presented with sentence-picture
items like those in Figure 1, and had to decide whether the sentence was a good
description of the situation depicted in the picture. Participants reported their
judgement by clicking on one of two response buttons, labelled `Good' and `Bad'
(or `Not good'), respectively. In the critical conditions, the test sentences were
paired with pictures that make them false if the target inference is derived, but
true if not, as illustrated in Figure 1 for positive and high negative FC. The linking
hypothesis was that the rates of rejection (`Bad/Not Good' responses) observed
in these conditions is a proxy for the robustness of the target inference: the more
robust a given inference is, the more participants should select the `Bad'/`Not good'
response option in these conditions and, consequently, the higher the rejection
rate should be.

The �rst set of experiments (Exp.1-3, Section A) tested FC and DI involving
deontic modalities (i.e.,permitted/required), using the same paradigm as in Marty
et al. (2021), while the second set of experiments (Exp.4-6, Section B) extended
this investigation to FC and DI cases involving epistemic modalities (i.e.,possi-
ble/certain), building on the covered box paradigm from Noveck (2001). For the
sake of comparison, all three experiments in each set were designed in a similar
fashion and di�ered from one another along one critical dimension, the level of
the structure at which negation occurs in the negative sentences. In e�ect, the
negative FC and DI sentences tested in each set of experiments were obtained
from their positive counterparts by placing a negation at the matrix level (high), at
the level of the main verb of the embedded clause (intermediate) or within each
sub-clause of the embedded clause (low), as well as by replacing, whenever relevant,
the embedded modals and/or connectives with their scalemates.

Exp.1-3 tested the predictions from the Alternative-based hypothesis (see Ta-
ble 1) by investigating positive instances of FC and DI and their three negative
variants and by comparing them to positive SI and its corresponding negative
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