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Formalism and, not vs, Functionalism
Zeljko Boskovi¢

Baker & McCloskey (2007) examine the relationship between traditional typology and generative
theoretical syntax. Since then typology has started to play an increasingly more important role
within the latter camp to the point that we can actually talk about generative typology. Given that
traditional typology is generally associated with functional approaches (see e.g. Nichols 2007),
this then gives us two approaches to typology, which I will refer to as traditional (TT) and
generative typology (GT).! In a way, then, typology is setting grounds for a potential
rapprochement of the functional and the formal approach to language more generally. This paper
will provide a number of remarks to this effect, within a unificational view where both of these
approaches have a place, i.e. where they are in principle not in competition with each other.?

To this end, the paper will show that many of what are assumed to be clear demarcation lines
between the traditional generativist and the traditional functionalist/typological camp (and the two
approaches to typology) are not clear, in fact may not be there at all—the two approaches are not
in opposition as much as they used to be, and as the practitioners of the two camps still seem to
think they are. In this respect, it will be shown that many of the perceived irreconcilable differences
and antagonism between the two fields are there because, to put it a bit more abstractly, there are
differences between the actual state of affairs in field X and the way field X is perceived by field
Y, where the negative reaction of Y to X is based on Y’s perception of X.

The paper will also discuss points of convergence between the two traditions. One recent point
of convergence in fact concerns the emergence of generative typology. Several other points of
convergence will be discussed, including the minimalist assumption that language is characterized
by efficient design, which opens the door for bringing in functional considerations into formalist
approaches like minimalism. More generally, the paper argues for an overall view of the field
where the functional and formalist approaches are seen not as being in competition but as
complementary to each other (much of which will be based on a re-evaluation of some of the
fundamental issues regarding the field where the formalist and functionalist approaches have been
assumed to be in opposition (more precisely, where the practitioners of the two camps have been
actively antagonistic to one another). Concrete examples of complementarity will also be provided.

1. Formalism vs functionalism: Not that much of a divide

This section is intended to show that the divide between the generativist and the
functionalist/typological camp is bigger in the slogans that are used as characterizations of the
respective camps than in actual research practice. Much of it is due to misunderstandings of the
slogans in question, as well as taking them too literally, at their face value, without actually trying
to see what is behind them.

"Below, I will use TT and GT to refer either to traditional typology and generative typology or the
practitioners of these approaches, a distinction which should be clear from the context. Additionally,
because of the TT/GT distinction, the term typology will often be used neutrally below.

>The paper will thus also contain a more general discussion of these approaches (see Thomas 2020 for a
recent overview). The two approaches have been in opposition for so long (and rarely communicating with
each other, the only communication often involving one-sided attacks and dismissals), that it is really
impossible to find anyone who is completely neutral between these two approaches. This paper is written
from the perspective of a formalist who is looking for a rapprochement between the two approaches. The
perspective will inevitably in some places give the discussion a somewhat subjective (but also activist)
flavor (for another work from a formalist perspective which is still quite different from the current one, see
Newmeyer 1998). An important note: there are various formal approaches which considerably differ from
each other (functional approaches are also far from being monolithic); when the differences are important
enough to affect the discussion, what is assumed by the formal approach will be the Chomskian tradition,
broadly characterized by what is referred to as the Principles and Parameters or the Minimalist approach.
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1.1. Every language in its own terms

A position that is often associated with the traditional functionalist/typological camp by the
generativists, in fact often looked at as an insurmountable and fundamental difference, is that every
language should be described in its own terms. This is often perceived by generativists as a there-
is-no-universal-grammar attitude.® The position in question is actually not universally adopted in
the TT camp (more on that below). But there is a bigger issue here. What modern typologists mean
by this is not what the generativists think they do. There are actually two misconceptions at work
here. The generativists assume that what is meant by this stance is what American structuralists,
who were the originators of the position in question (see Boas 1911), meant by it, which is not
true. One of the reasons why it is not true is rather simple: for TTs, the stance in question arose at
least in part as a reaction to some of the generativists’ views discussed below, which American
structuralists obviously could not have reacted to. Furthermore, there are misconceptions in the TT
camp regarding the generativists’ views in question. In other words, the negative reaction of
generativists regarding the stance in question is (at least in part) based on misconceptions regarding
what TTs mean by this view, and the TT view in question is in turn (at least in part) based on
misconceptions regarding certain generativists’ views.

To start untangling the cobweb of misconceptions concerning the generativist’s reaction to
the view in question, it does not seem that the practitioners of the TT camp truly believe it. The
typologists from that camp have made incredibly important contributions to the field at large in
terms of Greenberg-style generalizations, which the practitioners of the generative camp are
increasingly relying on. Reaching such generalizations would not have been possible if they truly
believed the slogan in question. American structuralists did believe it, but as a result, they also did
not engage in typological work (see Greenberg 1974). A number of typologists have actually
attempted to demonstrate that typological work is still possible while adhering to the slogan in
question. For brevity, I will focus on one such work, Haspelmath (2010), one of the reasons being
that the generativists who do look into the issue seem to take it to be a TT cannon, i.e. to reflect
the general state of affairs in the TT camp (which actually is not true, as we will see). Haspelmath
(2010) attempts to demonstrate that typological work is possible while adhering to the slogan in
question regarding grammatical categories.* However, he also provides universal definitions of

3The perception among generativists that the stand is a reflection of a no-universal grammar (UG) attitude
is somewhat misguided due to a difference in the phenomena that are investigated. As noted in Baker
(2015), the kind of phenomena typological works typically explore are not considered by generativists to
be the prime source of UG universals; those concern more abstract properties involving phrase structure,
structural dependencies, locality relations involved in movement, coreference (im)possibilities..., which
traditional typologists in turn generally do not deal with. To illustrate, here is one such generalization from
Boskovi¢ (2012) (based on earlier work regarding only Slavic by Uriagereka 1988, Corver 1992; (i) is
restated in the standard implicational universal way in fn 18, which also discusses other conditions on the
possibility of (ii). Note that when checking (i), it is necessary to ensure that (ii) in the language considered
does not involve a base-generated topic (something like “as for expensive (things), John likes expensive
cars”) and/or NP ellipsis in the sentence-initial constituent (something like ‘as for expensive ears, John likes
expensive cars”, where ‘likes’ or ‘John” would likely be focalized). The most straightforward test to control
for this would involve introducing an island between expensive and cars.)

(i) Left-branch extraction of adjectives (and adjectival-like elements), as in (ii), may be allowed only in
languages without definite articles.

(i1) *Expensive;, Mary sells [t; houses]

“The following quote from Haspelmath (2020) indicates, however, that he does not take the slogan in
question as literally as generativists assume that traditional functionalists/typologists in general take it (in
fact, generativists would likely label the underlined part below UG—as discussed in section 4, there is
actually much less disagreement between the two camps regarding the notion of “UG” than what is widely
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the relevant categories, which are applicable to all languages and which make typological work
possible.

He treats them as artificial linguistic constructs and not real (in fact not part of the grammar of
individual languages), but there is really no deep reason (and, more importantly, nothing in the
general TT worldview) why they should not be considered real. Haspelmath makes a distinction
between a language particular descriptive category, call it X, and its crosslinguistically applicable
comparative concept, call it Y (which is used in typological generalizations). But there does not
seem to be a real issue here—it is possible that in some language, X is exactly like Y, while in
another language, where this is not the case, we have a more complex situation where X=Y+Z; so
there is still Y in that language as well. As an illustration, consider the typological generalization
in (1a) and the definition of the relevant element in (1b), an example of Y.

(1) a. GENERALIZATION: In all languages, markers of future tense are less bound than markers of
present tense or past tense, or equally bound, but never more so.

b. DEFINITION: A future tense is a grammatical marker associated with the verb that has future
time reference as one prominent meaning. (Haspelmath 2010:671)

To make his point regarding X and Y, Haspelmath observes crosslinguistic differences regarding
future tense, e.g. in Spanish it is also used to express probability (but not habituality), while in
Lezgian it is also used to express habituality (but not probability). This shows future tenses are not
synonymous crosslinguistically, which then necessitates making a distinction between a language
particular descriptive category (X) and its crosslinguistically applicable comparative concept (Y).
But what we really have here is the more complex X=Y+Z situation, where Y is still always present.
Haspelmath gives similar definitions of other concepts (e.g. question words and ergative case),
with similar crosslinguistic differences, all of which instantiate the X=Y+Z situation. Haspelmath
considers Ys to be concepts created by linguists for the purpose of formulating typological
generalizations. While they are applicable to all languages, they are supposed to be artificial, i.e.
not psychologically real and not part of particular language systems. But there is no real reason
why those Y's could not be real (and in fact part of UG from the perspective of a formalist; note I
am putting aside here the question of what the real primitives of UG in the relevant domain are,
which is irrelevant to the general point made here). In fact, a number of TT works have expressed
this view, see e.g. Gill (2016), Lander and Arkadiev (2016), Round and Corbett (2020) (for a
criticism of Haspelmath’s position in question, see especially Spike 2020). In some languages
those abstract categories would happen to map straightforwardly to surface categories, and in
others that would not be the case: in such a case we could have the X=Y+Z situation (with Y
applicable to all languages). This kind situation would become more obvious if it is accepted that
the grammar of each language that is studied in its own terms is, as Baker (2015:936) puts it,
“abstract to some non-trivial degree” (which is what generativists generally accept)—this would
result in more Y=X situations and more generally make the Y-X relationship more transparent.
At any rate, the relevant concepts can be defined differently for each language, or in a way
that would at the same time make them universally applicable (which would be more abstract;
abstract does not need to mean not real and artificial®). The latter is anyway needed for typological
work, which makes Occam’s razor (’use what must be there as much as possible so as to avoid
positing additional things’) pertinent here. As Haspelmath (2010) observes, a number of non-

assumed): “First, language description is true to the categories of each language, but is inspired by the
accumulated knowledge of comparative linguistics” (Haspelmath 2020:14).

SThere is nothing strange in what is more abstract being psychologically real. Consider e.g. the concepts of
allophones and phonemes. In a typical case of allophonic variation, what is psychologically real is the
abstract phonemic level, which actually does not correspond to anything that is physically real, since the
phoneme will always be physically realized as one of its allophones.
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generative typologists refute the view that every language must be described in its own terms (e.g.
Dahl 1985, Bybee and Dahl 1989, Lehmann 1989). In this respect, Lehmann 1989:142 says:
“Describe your language in such a way that the maxim of your description could serve, at the same
time, as the principle of general comparative grammar—and thus, the maxim of description of any
other language.” This will give us fewer mechanisms, which reflects Occam’s razor as a general
scientific principle (in addition to being a prerequisite for doing crosslinguistic typological work).
Haspelmath’s position seems to be a result of accepting a certain level of abstractness in doing
typological work but not in doing analyses of individual languages, which essentially leads to
separating the two into different fields (as Haspelmath 2010:682 puts it, “the analysis of particular
languages and the comparison of languages are thus independent of each other as theoretical
enterprises”). Allowing the same level of abstractness for both, which would also be in the spirit
of Occam’s razor, would, however, dissolve this distinction (see also Round and Corbett 2020).

There are other typologists with positions similar to Haspelmath’s (see especially Dyer 1997,
Croft 2001, who antecede Haspelmath’s work). The above discussion would extend to them. In
fact, generative typology does not really differ from Haspelmath’s position in that works in this
tradition also essentially assume what I have referred to as X and Y above (so there is really no
disagreement here), the only difference being that Y, which Haspelmath considers a linguist’s
construct, is treated as real and in fact part of UG. Thus, the same point that was illustrated with
(1) can be illustrated with any of Boskovi¢’s (2008, 2012) generalizations regarding definite
articles (see e.g. (1) in fn 3, which is the counterpart of (1a)), and Boskovi¢’s definition of definite
article (which superficially shows similar variation across languages as future tense) in Boskovi¢
(2016b), which is stated in semantic terms (as is the case with many of Haspelmath’s Ys).

Haspelmath’s explicit distinction between what was referred to as X and Y above is
nevertheless a welcome and useful warning that should be heeded; those Y's that both traditional
typologists and generative typologists are using are very often not quite the same as Xs used in
individual languages, a difference which does get overlooked, especially by the latter.

At any rate, this is a case where there is less disagreement between traditional and formal
typologists in practice than what is generally assumed; note that the main point is actually
methodological—assuming the X/Y distinction is necessary methodologically to be able to do
typological work, whether those Xs are real or not is a separate issue (where in fact there is no full
field vs field disagreement; as Round and Corbett 2020 (see also Spike 2020) put it, this is an issue
of a more general philosophical understanding of science, which is independent of the two
approaches to language discussed here.

There is another aspect of the describe-every-language-in-its-own-right view which should be
taken by the generativists as a methodological warning, be careful before jumping to conclusions
that something is in UG—it’s a warning not to follow without further checking a detailed investiga-
tion of a single language with a proclamation that it is all UG. Unfortunately, this tendency is still
there among the generativists to some extent—I am not talking here about very abstract properties
like investigations of e.g. c-command and domination where a single language can be used as an
illustration basically for ease of exposition (see Epstein 1999)—I am not aware of any language
where the notions of c-command/domination (which essentially means structure) do not hold, but
detailed investigations of the structure of a single language which is immediately followed by a
proclamation that all languages are like that without even checking the language next door (or
simply by forcing other languages into the mold set up by that detailed investigation of one
language without seriously looking at what does not fit).® From this perspective, as a generativist,
I understand and am sympathetic to the mantra look-at-languages-in-their-own-right.

®There has been strong emphasis on investigations of understudied languages in the generativist camp in
recent years. However, Germanic and Romance to some extent still hold a privileged place when it comes
to UG proclamations of the kind noted above, with understudied languages often being used to confirm
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At any rate, the view endorsed here is that there are a lot of similarities across languages, but
also a lot of differences—the quest for the former should not ignore the latter (and the other way
round). While there are extremes in both camps (those who in an American-structuralist style over-
emphasize and truly believe the mantra look at languages in their own right, which leads to missing
crosslinguistic similarities, and those who overdo it in the opposite direction by ignoring cross-
linguistic differences, forcing all languages into one of those ’privileged’ languages from fn 6), the
majority of both TTs and GTs seem to hold the view expressed above, regarding TTs, see e.g. Gill
2016:458-459, which underscores the lack of a fundamental difference between them in this respect.

The look-at-languages-in-their-own-right mantra is used by TTs as a reaction to what they
seem to take to be an assumption held by everyone in the generative camp, in fact one of the
defining beliefs of that camp, which is that there is a universal sentence structure holding for all
languages, the underlying assumption being that if we were to look at languages in their own right
it would become clear that there is no such thing.” But there is a misconception here regarding the
actual state of affairs within the GT camp (in fact, the situation here is similar to the misconception
that the generativists have regarding the look-at-languages-in-their-own-right position). While it
is true that the universal structure claim is often made in isolation by the generativists, in actual
research practice it is often given up. In fact, the most radical departures come from generative
typology works, where the claim in question is argued against on typological grounds (which can
actually be interpreted as a point of convergence between the two approaches to typology). E.g.,
Todorovi¢ (2016), a typological study within the formalist tradition, argues against the universal
presence of TensePhrase—in particular, she argues for a broad typological distinction between
languages with and without Tense (following a suggestion from BoSkovi¢ 2012), correlating this
distinction with a number of properties).® Similarly, Boskovi¢ (2008, 2012) gives a number of
crosslinguistic generalizations where languages with and without definite articles (henceforth
with/without articles) are shown to differ regarding numerous syntactic and semantic properties,
which cannot be accounted for if the distinction between languages with and without articles is
simply a matter of phonology, namely whether articles are overt or null.” Based on this, Boskovié¢
argues that languages without definite articles do not simply have a null definite article, they lack

those proclamations (as a result of which they are often used as mold fitters)—there are likely political and
sociological reasons behind this but discussing them is beyond the scope of this paper (see Boskovic¢ 2021b).
’See in this respect Gill (2016:458): “Many of us have developed our views of language at least in part in
reaction to a dominant and sometimes domineering universalist approach that attempts to impose an
aprioristic set of universal categories on languages with respect to which the categories in question are
completely irrelevant. Our response was to reject such universal categories, while returning to the old
American structuralists’ ideal of describing each language on its own terms (Boas 1911).” Much of what is
referred to as (universal) grammatical categories in discussions of this kind in TT is framed in terms of
(universal) clausal structure in generative literature. The discussion below will be stated in these terms.
8Todorovi¢ also shows that the labels that traditional grammars use, and which TTs often rely on, can be
very misleading; thus, she shows that what is traditionally called Aorist and Imperfectum tenses in
Bulgarian and Serbo-Croatian (SC) are actually very different things, in fact not even the same categories—
in Bulgarian these are indeed tenses, while in SC they actually represent aspect.
°See fn 3 for one such generalization; three more are given in (i).
(i) a. Second-position clitic systems are found only in languages without articles.

b. Only languages without articles may allow scrambling (section 1.3).

c. Only languages with articles may allow clitic doubling.
The works in question give a number of other generalizations, concerning phenomena as varied as
interpretation of superlatives, negative raising (see section 3), sequence-of-tense, pro-drop in the absence
of agreement, head-internal relatives, polysynthesis, multiple wh-fronting, possessives, numeral classifiers,
subject reflexives, number morphology, scope, negative constituents, adjunct extraction, and focalization
(see also fn 12 for additional semantic arguments).
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it altogether, they in fact lack the DP projection (which is the only possibility for the structural
placement of the definite article; other D/DP-related elements from a language like English can be
located in other projections, in which case they show different behavior from the corresponding
elements in English, see Boskovi¢ 2012'%). This position argues against the universal structure
hypothesis, where we would expect all languages without articles to have phonologically null
articles (it would simply be a phonological accident that articles are unpronounced in some
languages). Now, variation regarding the presence of DP is not a universally adopted assumption
within the generativist camp. This is actually tied to the issue noted in fn 6: fundamental proposals
of this sort are generally made on the basis of Romance and Germanic. Consequently, most of the
time those who adopt the universal DP assumption (which comes with a “phonological accident™)
adopt it with no further discussion (after all, Romance and Germanic have DP, so all languages
must have it), or attempt to fit other languages into the Romance/Germanic DP mold while
ignoring relevant differences, i.e. ignoring what does not fit.!'! Even worse, they do it at a rather
significant cost. As discussed in Boskovi¢ (2012), extraction patterns out of the nominal domain
are completely different in languages with and without articles (for a partial illustration, see (i) in
fn 3 and section 3.2). Locality restrictions on movement are currently stated within the phase
theory. There are two mechanisms that can be used to capture crosslinguistic variation regarding
extraction of the kind that is found in the nominal domain: assuming structural differences (as in
the NP/DP proposal) or variation in the locality system, i.e. phases. The latter concerns variation
within the computational system itself; the former, on the other hand, can be easily stated in lexical
terms (in terms of a particular feature, +definiteness). Most generativists assume that there is no
variation in the computational system itself, which means that there should be no variation
regarding phases—all variation should be tied to lexical properties (e.g. Borer 1984, Boeckx 2008).
The issue here is that those who assume universal nominal structure would generally also assume
that there should be no variation regarding phases (i.e. the computational system). But it is simply
not possible to assume both (unless we ignore differences in extraction patterns). Either we have
variation in the structure (structural variation) or in the locality system (which means the
computational system)—something has to give. (The universal DP analysis is often seen as having
an appealing universalist character, but that is actually not true: it leads to a non-universal locality,
i.e. phasal, system.) Adopting universal structure thus has a rather significant consequence, which
those who adopt it don’t seem to be aware of (since they generally do not discuss the issue).
Another point is worth noting. It’s often assumed that there is a universal structural
hierarchy (referred to as functional sequence). Take the abstract structure in (2) to represent it.

(2) [xp [P [zr [xpP

The standard universalist approach to the structural sequence is not that the whole sequence is
always projected (CP e.g. is not projected in raising infinitives like she seems to like me; even a
more drastic case of non-projection of full clausal structure concerns restructuring infinitives,
which are even smaller, see e.g. Wurmbrand 2001, Cinque 2004). Rather, the standard universalist
approach (even this is actually not really widely accepted) is that the structural hierarchy in (2) is

10See also Fukui (1988), Corver (1992), Zlati¢ (1997), Chierchia (1998), Cheng & Sybesma (1999), Lyons
(1999), Willim (2000), Baker (1996), Trenki¢ (2004), Despi¢ (2013b), Marelj (2011), Takahashi (2011),
Jiang (2012), Tali¢ (2013), Cheng (2013), Runi¢ (2014), Kang (2014), Boskovi¢ & Sener (2014), Zanon
(2015), among others, for no-DP analyses of individual languages without articles.

"The universal DP literature often cites Progovac (1995), who argued for a DP in SC based on certain
alleged parallelisms in word order between SC and Italian, completely ignoring the fact that Despi¢ (2011,
2013a) has subsequently quite conclusively shown that these parallelisms do not hold at all (for similar
situations, see Franks 2019 regarding DP claims in LaTerza 2016, and Boskovi¢ 2009 regarding Pereltsvaig
2007).
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respected: (a) there cannot be a language where YP is higher than XP and (b) it is not possible to
project KP, ZP, and XP without projecting YP. There is nothing in the NP/DP approach that goes
against either of these. In fact, there is nothing in the NP/DP variation approach that goes against
anything in the standard assumptions regarding sentence structure: requiring that every nominal
domain must project to DP would not be any different from requiring that every clause be a CP,
including, e.g., restructuring infinitives, which are standardly assumed not to be CPs. The works
which argue against the NP/DP approach on universalist grounds thus seem to be based on very
non-standard assumptions regarding these universalist grounds. 2

The main point of the above discussion is that in this particular case (universal structure) the
difference between the two camps is smaller than it is assumed to be. TTs are concerned with the
structural issue in question (although they don’t state it in these terms); they are generally not
concerned with theoretical issues pertaining to the locality of movement. They generally assume
that there is no universal structure (the look-at-languages-in-their-own-right mantra being a
reflection of that stand) and that they differ in this respect from GTs, but they are actually not
aware of the full range of views among the generativists. Many generativists who espouse the
universal structure view are in turn unaware of the full range of consequences of that view (most
of them would not want the computational/locality system parameterized, but they seem to be
unaware that this is a consequence of the universal structure view). In this respect, it’s worth noting
that Cinque (1999) provides evidence that different adverbials are located in different projections,
with more than 30 such projections in a fixed hierarchy partially given in (3).

(3) [frankly Moodspeech act [fortunately Moodevaiative [allegedly Moodevidential [probably Modepisiemic [0nce
T(Past) [then T(Future) [perhaps Moodixclis [necessarily Modnecessiy [possibly Modpossivitiey [usually
Asphabitual [again ASprepetitive(l) [Oﬁe}’l Aspfrequentative(l) [lntentlonally Modvolitional [QUZCkIy Aspacelerative(l) [Clll’eady
T(Anterior) [no longer Aspierminative. - -

The full universal structure view, which is what Cinque (1999) espouses (and which the functional
sequence hypothesis discussed above would require) is that all these projections are present even
in both clauses of I said that he left, a sentence with no adverbials, in any language. While Cinque
does assume they are all present, this is not a widely held assumption (see also (4)). It is thus fair

12Syntacticians occasionally assume DP is necessary for semantic reasons, to be able to interpret a nominal
as an argument. Curiously, this is not what a semanticist would assume, see e.g. Chierchia (1998) and Dayal
(2004), who crucially adopt the NP/DP distinction. In fact, there are rather strong semantic arguments
against the universal-DP Hypothesis. The hypothesis assumes that the only difference between a language
like English and a language like SC regarding articles is phonological: SC simply has a null the. A number
of Boskovi¢’s generalization actually concern semantic phenomena, which shows that this simply cannot
be right. Consider also Jenks’s (2018) and Despi¢’s (2019) arguments regarding the anaphoric use of nouns.
Jenks observes that a bare noun cannot be used in Mandarin in donkey anaphora contexts like (i), which is
surprising if Mandarin has a definite article just like English, which just happens to be phonologically null
(Mandarin requires a demonstrative on the anaphoric/bound reading of “donkey”).
(i) Every farmer that has a donkey; beats the donkey;.
Consider also Despi¢ (2019) on the anaphoric use of mass nouns, illustrated by (ii). SC (iii) cannot have
the meaning English (ii) has, with fruit anteceded by grapes (that reading requires a demonstrative). Despié
shows this is a more general difference between languages with and without articles, also noting that if the
latter had a definite article, which would just happen to be phonologically null (so the only difference would
be in phonology), this would be totally unexpected. The conclusion is that the difference between the two
language types is deeper—it’s not a matter of phonology but syntax and semantics—there is no null the/DP
in languages without articles in the counterparts of constructions where languages like English use it.
(i) We have been growing grapes for generations — and you know, we have made millions on the fruit.
(iii) Nase mesto ve¢  generacijama proizvodi belo grozde. Sve dugujemo vocu.

our town already generations produces white grape everything owe fruit-dat.

‘Our town has been producing white grape for generations. We owe everything to that fruit.’
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to say that the assumption that all projections from (3) are present in every clause, which is what
the all-structure-is-universal hypothesis would entail, is not uniformly accepted in the GT camp.

The universal structure proclamation is still often made by generativists, but not really adhered
to (which means not truly believed), which is especially clear regarding works on the left periphery
of the sentence.!® To give some illustrations, most accounts of the voiding of the that-trace effect
in (4b) (e.g. Boskovi¢ 2016a, Erlewine 2020) would actually also void it in (4a) if the projection
where the adverb is located in (4b) is also present in (4a).

(4) a. *Who do you think that would leave Mary?
b. Who do you think that under no circumstances would leave Mary?

Erlewine (2016) shows that in Kaqchikel, where wh-phrases and indefinites have the same form
(a common crosslinguistic pattern, see Haspelmath 1997), the relevant elements are fronted to the
specific projections in the left periphery on both functions, with the first element interpreted as a
wh-phrase and the second as an indefinite pronoun when two of them are present. It is pretty clear
that indefinites cannot be undergoing this kind of fronting universally (either overtly or covertly),
assuming this (even covertly) would create havoc regarding e.g. scopal interpretation of indefinites.

A similar non-universality conclusion follows from the works on languages that front all wh-
phrases. Thus, Rudin (1988) and Boskovi¢ (2002) show that such multiple wh-fronting languages
(MWEF) differ regarding the landing site of MWF; the highest clausal projection (CP) or lower than
that. Thus, despite superficial similarity, there are numerous differences between (5) and (6), e.g.
regarding the penetrability of fronted wh-phrases, their ordering, the availability of single-pair
answers, inversion, the possibility of fronted wh-phrases following subjects, which can all be
accounted if SC MWF lands lower than Bulgarian MWF (see Boskovi¢ 2002).

(5) Koj kakvo kupuva?

who what buys (Bulgarian)
(6) Ko sta  kupuje?
who what buys (SC)

If the lower and the higher wh-fronting projections were always universally present, given the
standardly assumed shortest move requirement, wh-fronting would always have to go to the lower
wh-fronting projection (furthermore, due to the well-known and standardly assumed freezing
effect (see e.g. Rizzi 2006), further movement from this projection would not be possible). It
follows then that Bulgarian, in fact any language that fronts wh-phrases to the same projection as
Bulgarian (this is also what English does, the only difference being that English fronts only one
wh-phrase) cannot have the lower wh-fronting projection that SC has.

Or consider Russian (7a). Russian has been argued to have a high NegPhrase, where negation
in this high NegP has semantic effects but does not have the true meaning of negation, as the
translation shows. This negation also does not license negative concord (Brown and Franks 1995).
It is clear that we don’t want this NegP to be present in English (where negation always means
negation) or other negative-concord languages, e.g. Serbo-Croatian, where negation always
licenses negative concord. (Zanon 2020 notes that (7a) would be used in a context where John
promised to stop by at some point this week but did not specify the day; Didn’t John stop by today
is not possible in this context in English; instead, Did John stop by today would be used.)

BThere is a fallacy of universality syndrome among generativists, where the word is sometimes jumped at
and adopted without really thinking about it (or with clear arguments to the contrary ignored, see e.g. fn
11). Obviously, not everything is universal. But the fallacy of universality syndrome sometimes leads to
pulling out the “universal” card too quickly, without thinking about its consequences in the particular
context in which it is used.
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(7) a.Ne zaxodil li Sergey segodnja? (Zanon 2020)
neg stop.by Q Sergey today
‘Did Sergey stop by today by any chance?'
b. Zaxodil i Sergey segodnja?
‘Did Sergey stop by today?’

Rizzi (1997) argues that the traditional CP should be split into a number of projections, shown in
(8), primarily based on Italian.
(8) [ForceP [TopP* [mntP [FocP [Topp* [Finp [1p 1111111

While (8) is often cited as a universal structure holding for all languages, there is evidence even
internal to Italian that all the structure from (8) cannot always be present, see in this respect the
anaphor binding data from Petrossino (2018). Furthermore, Abels (2003) provides an account of
the general immobility of IPs dominated by CP (which holds crosslinguistically), illustrated by
(9), where it is crucial that the CP here is not split at all.

(9) *[1r His mother left]; everyone believes [cp that ti]

It thus seems clear that CP cannot be always or uniformly split in either Kaqchikel, Russian,
English, or MWF languages—there is no uniform split CP field that is present either
crosslinguistically or in all constructions of a single language (Rizzi 1997:314-315 actually
acknowledges this possibility; in fact, the facts discussed above indicate that even the version of
the universal structural hierarchy where it’s not possible to project KP, ZP, and XP in (2) without
projecting YP cannot be right). The above illustrations are really just the tip of the iceberg. There
is a great deal of crosslinguistic variation regarding left periphery which pretty strongly argues
against structural universality of the left periphery.

At any rate, the point here is that there is a plurality of views within the generative camp
regarding the notion of universal structure, a proclamation that is often made but not really adhered
to, the look-at-languages-in-their-own-right TT stand being (at least in part) a reaction to that
notion, as a result of which there is actually less disagreement here than what is believed within
the TT camp. It should also be noted that many grammatical categories whose universality is
questioned in TT works in what is taken to be disagreement with generativism are not taken to be
universal, or even real at all, in generative works (this e.g. includes the notion of subject).'*

In fact, just like there is a plurality of views regarding universality in the case discussed above
within the generative camp, there actually is also a plurality of views regarding non-universality
in the TT camp. The quote from Gill (2016) from fn 7 continues as follows: “However, some of
us have gone beyond rejecting specific proposals for universal categories, such as subject,
adjective, or whatever, and allowed our prejudices against such categories to lead us to deny the
very possibility of universal categories. It is this latter move that seems to me to be an unwarranted
overreaction...I have been outspoken against the Eurocentrically-motivated imposition of
universal categories such as noun, verb, and their various phrasal projections on languages that
offer no evidence for their presence. However, it does not follow from this that universal syntactic

“The issue here is that what TTs have been reacting to with the stance in question may have been true (to
some extent) of the past research in the generative paradigm, but this is no longer the case (the development
of GT did contribute to this). In fact, the current state of the field within generativism encourages
investigation of crosslinguistic differences (contrary to the perception among TTs that it “actively
discourages the investigation of such differences” (Gill 2016:459)) as well as investigation of understudied
languages to the point that it is almost a must on the job market (field methods classes are also becoming a
must in the curricula of generative departments; in my department they are regularly offered, the last one
was on Mandinka). So the reaction is still there, but what is being reacted to is actually no longer there
(except in the slogans, as discussed above).
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categories do not exist; it’s just a question of choosing the right ones... while pursuing linguistic
diversity, it is important not to lose sight also of the ways in which languages may resemble each
other, and of the possibility that all languages may embody a fundamental unity.” Gill (2016) is
certainly not unique in this view within the TT camp, see e.g. Round and Corbett (2020) and
Lander and Akadiev (2020 (the two issues of Linguistic Typology, 20.2 and 24.3, are actually very
useful starting points for generativists who would like to familiarize themselves with the broader
range of views regarding the issues under consideration within the TT camp).

There is a perceived all-or-nothing/either-or difference between the two camps—it’s all universal
or nothing is universal. Note we are talking here about perception of X by Y, not the actual state
of affairs in X (where X/Y stand for the two camps). In reality, what we are dealing with here is a
matter of degree, i.e. how much is universal. This is very different from what’s perceived. Different
TTs and different GTs differ regarding the exact degree, but this is a very different situation from
an all-or-nothing difference that would hold across the two fields, with everyone in completely
opposite corners, which would not leave any room for common ground or an opening for a
dialogue, since one side would have to be 100% wrong. The degree difference in fact opens the
door for what should be a productive dialogue regarding how much, and what exactly, is universal.

At any rate, the upshot of the above discussion is that the two camps are really unaware of the
full range of views within the respective camps regarding the issues/slogans discussed in this
section, and what is really behind them, which leads to the impression that there is more
disagreement between the two camps than there really is.

There is a difference here between what is proclaimed and what is truly believed (as shown
by the actual research practice): the generativists react negatively to the every-language-in-its-
own-right mantra since they take it at face value (taken as such, it does make comparative work
impossible and reflects a no-UG attitude (an issue I return to below)); while it was intended to be
taken at face value by American structuralists, this is not the case with the practitioners of TT who
adopt it nowadays; they in turn use this mantra partly in reaction to a particular bad practice of the
generativists (pulling the UG card too easily when examining details of the structure of a particular
language) and in reaction to a universal structure proclamation that the generativists make (they in
fact also always make it in reaction to the every-language-in-its-own-right stand), though they do
not really believe it, as revealed by the actual research practice.

In other words, much of perceived disagreement comes from misinterpretations of
pragmatically motivated slogans, where the two sides react negatively to what the other side is
saying because they don’t realize that what is said does not straightforwardly reflect what is really
believed. Just like the TTs don’t really believe in the mantra under discussion in this section
(otherwise they would not be engaging in typological work), the generativists don’t really believe
in the universal structure slogan (which is easy to show by looking at the actual research practice).

1.2. Syntax as a tool

Another widely assumed difference between functionalists and formalists concerns their stands
regarding the role of syntax. The perception of the difference is so significant here that there are
functionalist works where simply showing that something is a semantic or pragmatic (rather than
syntactic) phenomenon is taken to argue against the generative approach in general. Functionalists
generally rely on much more impoverished syntax than generativists. The reason for this is mostly
methodological, which in turn concerns their primary goal: for them pragmatics (and semantics)
is more basic than syntax; they often look at syntax simply as a tool for expressing pragmatic
functions and semantic roles—as a result, they generally do not consider syntactic relations that go
beyond the tool role of syntax (they also generally do not consider what is not possible, since their
goal is to determine how to capture what is possible, i.e. how to express the needed pragmatic and
semantic notions; this is in fact something they have in common with the semantic approaches that
generative syntacticians rely on, a point I return to). A generativist pursues a different methodology
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here, which is again connected to their primary goal that in a way gives primacy to syntax: A
generativist is interested in examining the full complexity of syntactic relations, unbounded by the
tool role of syntax; they are interested in uncovering syntactic principles that determine well-
formed and ill-formed sentences—pragmatics and semantics take the former and assign them inter-
pretation/pragmatic use (for some relevant discussion of formalism vs functionalism in this context,
see also Baker 2015:21). Importantly, there is really no deep worldview difference here. The
approaches to semantics and pragmatics generative syntacticians rely on also assume much poorer
syntax than generative syntacticians do and are also not concerned with what is not possible
syntactically. But the reason for this difference is simple: they investigate semantics and
pragmatics, not syntax—they go into syntax only to the extent it is relevant to their concerns. Due
to the nature of their inquiry, syntax is just a tool for them (and the same holds for syntacticians
when it comes to semantics and pragmatics). There is no fundamental difference in worldview
here, they just do different things. The same in fact holds for functionalists and generative
syntacticians in this respect. What is taken to be a deep-seated difference in the worldview is
actually just a byproduct of them doing different things—the difference here is very similar to the
difference between generative syntacticians and the approaches to semantics/pragmatics that
generative syntacticians rely on. As a result, there is really no deep reason why many of the results
reached in functionalist works could not be incorporated into generative works. This is not
happening in practice due to the pervasive perception that the two approaches are so fundamentally
incompatible that the practitioners of the two approaches generally do not read each other’s works,
even when examining the same topic. They are in fact not incompatible, to a large extent they are
complementary (just like generative syntax and the approaches to semantics/pragmatics that
generative syntacticians rely on).!®

Such complemenarity can be easily illustrated. Consider the phenomenon of ergativity. There
are numerous syntactic differences between a verb like work and a verb like arrive
crosslinguistically, which in the generative approach (in the Principles and Parameters tradition)
are accounted for by having Mary start the derivation in different positions in (10) and (11).

(10) Mary; [ve ti works]
(11) Mary; [ve arrived ti]

A functionalist (e.g. DeLancey 2001) would complain that these structures do not explain why
work and arrive differ in the relevant respect. This is certainly a valid complaint, and the ultimate
explanation will likely not be syntactic—it may very well turn out to involve cognitive or
communicative factors (for some discussion relevant to these issues, see Levin & Rappaport
Hovav 1995, Kuno & Takami 2004). But that would not invalidate all the structural/syntactic
reflexes of the work/arrive distinction that hold across a variety of different phenomena
crosslinguistically,'® and which the derivations in (10) and (11) unify. Providing a non-syntactic
explanation for why work and arrive differ in the relevant respect can be complementary to the
syntactic differences that generative syntax has uncovered in this respect.

We are dealing with a broader issue here: functionalists often raise very valid “why” questions
which, when taken seriously, indicate we need more than just syntax (even in the broad sense the
generativists understand it) for particular phenomena, but the non-syntactic answers to those why
questions very often can be added to the syntactic accounts, which would then give us better, more
comprehensive accounts of the relevant phenomena. (Instead, the functionalists often interpret we-

1SOf course, sometimes it is not clear whether a particular phenomenon should receive a functional or a
formal explanation, just like sometimes it is not clear whether a particular phenomenon should receive a
syntactic or a semantic explanation—there is no deep incompatibility here.

1To mention a few, ne-cliticization in Italian and genitive of negation and po-phrases in Russian (for an
overview, see Alexiadou, Anagnostopoulou, and Everaert 2004).
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need-more-than-syntax as we don’t need syntax at all, and then ignore the syntactic part; the
generativists, on the other hand, should be faulted for not raising, and missing, those why questions
(which includes ignoring possible functional answers to those questions)).

In the next section I will discuss the status of Greenberg-style typological generalizations
regarding the concept of Universal Grammar. From a formalist perspective, at the right level of
abstractness that also dissolves exceptions to them (see below) Greenberg-style generalizations
reflect UG at work—this has in fact prompted the development of generative typology; from this
perspective the practitioners of the traditional functionalist/typological camp have contributed a
great deal to the formalist’s understanding of UG.

2. Greenberg-style generalizations and Universal Grammar

2.1. On the status of typological generalizations

Above I have discussed Haspelmath’s distinction between language particular descriptive category
and its crosslinguistically applicable comparative concept, observing that the distinction is also
adopted in generative typology, though with a difference regarding the status of the latter, which
concerns the notion of UG. The notion is supposed to represent a significant difference between
traditional and generative typology. However, we will see in this section (and section 4) that the
difference regarding the notion of UG may also be smaller than what is generally assumed (i.e.
there may not be real fundamental disagreement even here).

In fact, in many respects, again in actual practice, not the slogans associated with the respective
approaches, the practitioners of the functionalist/typological camp seem to be bigger believers in
universal grammar (see also sec. 4), and have contributed more to the notion (although they may
deny it for reasons discussed below) than many generativists (I will refer to the two camps below
as a for the former and p for the latter, strictly for expository reasons). The goal of many practitioners
of the former is to use detailed investigations of individual languages to reach broad Greenberg-
style crosslinguistic generalizations, while many practitioners of the latter use them (generally an
investigation of an understudied language in this case)!” to argue against proposed crosslinguistic
generalizations. In doing so, the former, who are generally anti-Chomskian, do what they often
accuse Chomsky of doing, and the latter, who are broadly classified as Chomskians, do what
Chomsky himself would never do: in order to make sense out of what seem to be chaotic data, to
be able to see patterns, parts of the chaotic data, sometimes even good chunks of it, have to be put
aside. Chomsky’s work is full of such examples, but this is simply the way science works, this is
what is done in any mature scientific discipline. To reach those Greenberg-style generalizations,
the a practitioner does exactly that, those generativists who attempt to knock off proposed
crosslinguistic generalizations based on a single counterexample from an understudied language,
which increases the likelihood that something has been misanalysed, do exactly the opposite.

Now, there is a reason why a practitioners would deny the label I have given them, ’believers
in universal grammar’ (see also sec. 4). a and 3 practitioners read Greenberg’s generalizations very
differently: here are some examples of Greenberg’s generalizations, with the relevant parts bolded:

(12) a. When the descriptive adjective precedes the noun, the demonstrative and the numeral, with
overwhelmingly more than chance frequency, do likewise.(#18)
b. Where morphemes of both number and case are present and both follow or both precede
the noun base, the expression of number almost always comes between the noun base and

7While there has been a surge in the work on understudied languages within the generative approach, when
theoretical issues are discussed, such work is mostly done either to confirm broader theoretical proposals
made with respect to more widely studied languages like Germanic and Romance (see fn 6) or to argue
against proposed crosslinguistic generalizations and/or theoretical proposals (so they are often used either
to confirm or disconfirm proposals made based on Germanic, Romance...), they are seldom used to make
such proposals (there are of course exceptions, like Baker’s work).
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the expression of case.(#39)

To a, the bolded part means “exceptions”. Universal Grammar is supposed to mean no exceptions,
so this is not UG, in fact it argues against UG—even when we come close to it, it is not that.'8 f,
a Chomskian UG practitioner, ignores the bolded part; we then have universal generalizations
here—examples of UG. (It’s an interesting switch regarding the normal scientific methodology of
putting exceptions aside until they can be better understood, a-s who pursue it to reach
generalizations like (12) now drop it, those -s who knock off proposed generalizations by ignoring
it (i.e. by pointing out exceptions to them) now endorse it).

But they are really both right and wrong. (12) is and is not UG.' To B, what is supposed to
be in UG is not generalizations like (12) but mechanisms that deduce them. In other words,
generalizations like (12) would be theorems, not principles of UG. Very often, deductions of
principles leave room for exceptions. The right deduction of (12), based on the mechanisms present
in UG, should then leave room for the exceptions. Moreover, it should explain why they are rare.?°
This is what I mean by (12) is and is not UG. (12) is in UG, including the bolded part, but as a
theorem. But: this is the case if (12) is deducible from the formal mechanisms of UG. A priori, we
don’t know: there could be formal explanations for (12a-b), or functional, or formal-as-a-
reflection-of-functional-considerations explanations of the kind discussed below. The way to tease
them apart is to try them all and see which one deduces (12), including the exceptions behind the
bolded parts. It may in fact turn out that a formal/functional explanation combination is needed.

As an example of such combination, consider the generalization in (3) (see e.g. Sapir 1921,
Alexander 1990, Boskovi¢ 2005).

(13) If a language has scrambling (informally, free word order), it has overt Case-marking.

¥While many of Greenberg’s original generalizations are stated as if they have no exceptions, the current
stand on language universals within TT seems to be that none are exceptionlessthey all have something
like the bolded part from (12); see e.g. Bickel 2007, Nichols 2007; this, however, has not been actually
shown for all of them. The reason for at least some of the exceptions may be the implicational “If-X-then-
Y” form in which they are stated—exceptions may disappear if additional conditions in the if-clause are
added (as noted by Baker & McCloskey 2007:288), as in if X and Z then Y, or if they are stated as clear
one-way correlations of the form if X then no Y. Consider in this respect the LBE generalization from fn
3. If stated as in (i), it has exceptions, e.g. Japanese and Chinese, which lack definite articles but disallow
LBE. However, it turns out agreement is also necessary for LBE (see Boskovi¢ 2012; thus, Serbo-Croatian
has both agreeing and non-agreeing adjectives, only the former allow LBE). The statement in (ii), of the
form if X and Z then Y, then takes care of Japanese and Chinese. They can also be taken care of with the
weaker statement (which emphasizes what is disallowed, not what is allowed) in (iii), which is of the form
if X then no Y (I am actually not aware of any exceptions to (iii)).

(i) If a language lacks definite articles it allows adjectival left-branch extraction (LBE).

(i1) If a language lacks definite articles and has agreeing adjectives, it allows LBE of such adjectives.

(ii1) If a language has definite articles then it does not allow adjectival LBE.

Baker (2011) raises the question of the relationship between the B notion of UG and Greenberg-style
language universals. The following discussion provides a partial answer to this question. Note also that I
will not be concerned here with actual deductions of (12) (though se