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The dissertation examines a wide range of phenomena from the perspective of the NP/DP-language

distinction, establishing a number of novel typological generalizations, and discussing their rele-

vance to various aspects of the linguistic theory.

Bošković originally proposed a two-way distinction of NP/DP-languages, namely languages

with and without definite articles, but Talić (2017) argued that the two-way distinction is not suf-

ficient, with a three-way distinction needed: article-less languages, affixal article languages, and

non-affixal article languages. In this dissertation, I first provide additional support for Talić’s

proposal with two novel typological generalizations: extraction of a conjunct from coordinate

structures may be allowed only in affixal article and article-less languages, and what I call com-

positional indeterminate pronouns may be productive only in languages with affixal articles and

without articles. Relatedly to the second generalization, I establish the generalization that large-

scale pied-piping is possible in a language only if it has compositional indeterminate pronouns

and the projection to be pied-piped is head-final. I also offer deductions of these generalizations,

which have consequences for a number of phenomena/mechanisms, e.g. with respect to phases,

Agree, labeling, and the syntax of wh-in-situ. Regarding Agree, I argue that it can be deduced

from Minimal Search, hence eliminated from the grammar.

Most importantly, I argue that Talić’s three-way distinction of NP/DP-languages is not suffi-

cient either; we need a more fine-grained “scale” of NP/DP-language distinction, from canonical

to non-canonical DP languages, rather than a two-way or a three-way “cut”. I demonstrate that a

number of languages (e.g. Italian and Greek) that have been treated as canonical DP-languages by

Bošković and Talić exhibit some properties of NP-languages, and argue that the presence/absence

of a definite article does not necessarily correspond to the presence/absence of DP in a given lan-

guage or a construction. I propose that the definite article has an option of not projecting DP, by

being base-generated adjoined to another head in the nominal domain, an option which I show
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enables us to capture the scale of DP-hood. I also show that the scale approach to the NP/DP-

language distinction is an appropriate point of parameterization in minimalism.
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Chapter 1

Introduction

1.1 Background: The NP/DP-language distinction

This dissertation is a broad typological investigation of the categorial status of the nominal domain,

which will be shown to have consequences, through typological correlations, for a number of phe-

nomena. The point of departure is the so-called NP/DP-language distinction. Bošković (2008b,

2012) argues that there is a structural difference in nominal phrases between languages with def-

inite articles and languages without definite articles. His main argument is based on a number of

syntactic and semantic cross-linguistic generalizations that he establishes, some of which are given

in (1).1 All his other generalizations also concern syntax and semantic properties, such as NEG-

raising, clitic doubling, the superiority effect of multiple wh-fronting, sequence of Tense, etc. (see

Bošković 2012, 2016b for more generalizations, some of which are noted below).2

(1) a. Only languages without definite articles may allow adjunct extraction out of a nominal

phrase.

b. Only languages without definite articles may allow Left Branch Extraction of an adjective

1. Note that the generalizations in (1) are one-way correlations.
2. See also Fukui (1986), Corver (1990), Zlatić (1997), Cheng and Sybesma (1999), Lyons (1999), Willim (2000),
Baker (2003), Marelj (2011), Cheng (2013), Runić (2014a,b), Kang (2014), Bošković and Hsieh (2013), Bošković and
Şener (2014), Zanon (2015) among others for related discussions of at least some languages without articles.
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out of a nominal phrase.3

c. Only languages with definite articles allow the majority superlative reading.

d. Head-internal relatives display island-sensitivity in article-less languages, but not in lan-

guages with articles.

e. Radical pro-drop is possible only in article-less languages.

f. Second-position clitic systems are found only in article-less languages.

To illustrate, adjunct extraction out of a nominal phrase is disallowed in English, which has definite

articles, as shown in (2a), whereas it is allowed in Serbo-Croatian, which lacks definite articles, as

seen in (2b). Likewise, as shown in (3a), Left Branch Extraction of an adjective out of a nominal

phrase is blocked in English, whereas it is possible in Serbo-Croatian, as shown in (3b).4

(2) a. *[From which city]i did Peter meet [ti girls]?

b. [Iz

(Bošković 2008b)from

kojeg

which

grada]i

city

je

is

Ivan

Ivan

sreo

met

[djevojke

girls

ti]?

(3) a. *Expensivei he saw [ti cars].

b. Skupai

(Bošković 2008b)expensive

je

is

vidio

seen

[ti kola].

car

For those cross-linguistic generalizations, what counts as a definite article is important. The

definition of a definite article is given in (4), which is taken from Bošković (2016b).

3. See also Uriagereka (1988) and Corver (1990).
4. Regarding Left Branch Extraction of adjectives, Franks (2007) observes that Colloquial Finnish has developed a
definite article and disallows LBE, unlike literary Finnish, which does not have a definite article and allows LBE. The
history of Ancient Greek is also important here. Based on Taylor’s (1990) corpus study, Bošković (2012) observes
that the Homeric Greek, the period in which Ancient Greek did not have articles, allowed LBE, while Koine Greek,
where Ancient Greek developed definite articles, disallowed it. Bošković (2012) takes these observations (regarding
diachronic changes in Finnish and Ancient Greek) as strong evidence for his generalization regarding the correlation
between the availability of definite articles and adjective LBE (see also Bošković 2012 for the list of languages that
allow adjectival LBE, all of which lack definite articles).
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(4) DEFINITION: A definite article (i) has the meaning of an iota operator, (ii) obligatorily occurs

in a nominal phrase with a definite interpretation, (iii) occurs only once in a nominal phrase,

and (iv) has a form distinct from demonstratives.

As Bošković notes, (4ii) follows from (4i) and Chierchia’s (1998) proposal regarding type-shifting

of NPs. Chierchia proposes that covert type-shifting operations in general are only possible in the

absence of a lexical item that has the same function; in other words, presence of a lexical item

that works as a type-shifter blocks application of a covert type-shifting operation. Since a definite

article is a lexical item that functions as an iota operator (i.e., it is a type-shifter from type ⟨e,t⟩

to type e), covert type-shifting from type ⟨e,t⟩ to type e is blocked in languages that have definite

articles. Thus, a definite article must be present for definite interpretation in languages that have

definite articles. On the other hand, in languages that lack definite articles, the iota operator can

apply covertly, yielding definite interpretation. This is illustrated in Serbo-Croatian (5), where the

subject and the object, both of which are bare nominals, have definite interpretation.

(5) Mačke

cats

razbiše

broke

prozor.

window

(Bošković 2016b)‘The cats broke the window.’

Note here that, as mentioned above, Bošković’s generalizations concern syntactic and seman-

tic phenomena. Bošković (2008b, 2012, 2021a) takes this as indicating that the relevant cross-

linguistic differences are not simply phonological, where definite articles would simply be null in

languages such as Serbo-Croatian. If languages with no overt definite articles had a phonologically

null definite article and the only difference between languages with and without definite articles

were phonological (i.e., whether the definite article is overt or covert), the semantics of superla-

tives and locality of movement, for instance (cf. the generalizations in (1a-d)), would need to be

phonological phenomena. In addition, as discussed in Bošković (2012), extraction patterns are

completely different between languages with and without definite articles, as partially described

in (1a) and (1b). If the difference between languages with and without articles is simply whether
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they have overt or covert definite articles, which project their own phrase, all languages would

have the same structure in the relevant domains. Then, the locus of parametric variation regarding

extraction in these domains would be the locality system, which is currently stated in terms of

phases and is part of the computational system of human language. In other words, we would need

to posit variation in the computational system of human language, i.e., UG. However, in minimal-

ism, UG is considered to be invariant (see especially Boeckx 2011 for relevant discussion), and

all cross-linguistic variation is attributed to lexical properties, i.e., feature specifications of lexical

items (see, e.g., Borer 1984, Chomsky 1995b, Baker 2008a,b; note that the difference regarding

the presence/absence of DP can be stated in lexical terms, see e.g. Bošković 2021a). Thus, assum-

ing a phonologically null definite article in article-less languages would have a consequence to the

the architecture of the grammar which is undesirable under the current generative linguistic theory

(see Bošković 2021a for more discussion of this issue).

Another argument against phonologically null definite articles comes from Neg-raising dis-

cussed by Bošković and Gajewski (2011). Bošković (2008b) establishes the generalization that

languages with definite articles allow Neg-raising and those without definite articles disallow it

(see Bošković 2008b for what counts as Neg-raising for the purpose of the generalization). As seen

in (6), in English, a strict NPI until yesterday/tomorrow requires a clause-mate negation licensor,

but it can be licensed by a non-clause-mate negation when the matrix predicate is a Neg-raising

predicate such as believe. In contrast, in Serbo-Croatian, the counterpart of believe does not allow

licensing of a strict NPI in the embedded clause, as shown in (7).

(6) a. John didn’t leave/*left until yesterday.

b. *John didn’t claim [Mary would leave until tomorrow].

c. John didn’t believe [Mary would leave until tomorrow]. (Bošković 2008b)
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(7) a. *Marija ju je posjetila najmanje dvije godine.

‘Mary visited her in at least two years.’

b. Marija je nije posjetila najmanje dvije godine.

‘Mary has not visited her in at least two years.’

c. *Ivan ne vjeruje [da ju je Marija posjetila najmanje dvije godine].

‘Ivan does not believe that Mary has visited her in at least two years.’

(Bošković and Gajewski 2011)

Bošković and Gajewski (2011) offer a deduction of this generalization based on Gajewski’s (2005)

semantic analysis of Neg-raising, in which a Neg-raising predicate such as believe in English es-

sentially denotes a definite plural, i.e., it is essentially a combination of a modal base and a definite

article, and this definite article is responsible for the availability of Neg-raising (see Gajewski 2005

and Bošković and Gajewski 2011 for technical details; the analysis is based on certain parallelisms

in the semantics of Neg-raising predicates and distributive plural definite descriptions). What this

means is that a language can have Neg-raising predicates only if it has a definite article; languages

that lack definite articles cannot have a Neg-raising predicate. If languages without definite articles

had a phonologically null definite article, it would be unclear why those languages cannot use the

phonologically null definite article and allow Neg-raising. Note also that Neg-raising is a semantic

phenomenon where phonology plays no role (Gajewski 2005 in fact offers a semantic account),

and there is no overt definite article involved in Neg-raising in the first place. Thus, merely assum-

ing a phonologically null definite article is of no help to capture the correlation between semantics

(i.e, Neg-raising) and the presence/absence of an overt definite article in a given language.

Bošković (2021a) provides additional arguments that there is no phonologically null article

based on the unavailability of anaphoric interpretation of bare nouns in article-less languages dis-

cussed by Jenks (2018) and Despić (2019). Jenks (2018) observes that in Mandarin Chinese, a

bare noun cannot be used to refer to an antecedent of a donkey sentence, as shown in (8a); for the

relevant interpretation, a demonstrative must be used, as shown in (8b). Note that in English, the
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definite article is used in the donkey sentence in (9).

(8) a. Mei

every

ge

CL

[you

have

yi

one

zhi

CL

shuiniu

buffalo

de]

REL

nongfu

farmer

dou

all

hui

will

da

hit

shuiniu.

buffalo

‘Every farmer that has a buffalo hits buffalo (generally).’ (no bound reading)

b. Mei

every

ge

CL

[you

have

yi

one

zhi

CL

shuiniu

buffalo

de]

REL

nongfu

farmer

dou

all

hui

will

da

hit

na

that

zhi

CL

shuiniu.

buffalo

(Jenks 2018:503)‘Every farmer that has [a buffalo]i hits [that buffalo]i.’

(9) Every farmer that has a buffaloi hits the buffaloi.

If Mandarin Chinese, which lacks overt definite articles, had a phonologically null definite arti-

cle, the bare noun ‘buffalo’ in (8a) should be able to refer to its antecedent, just like its English

counterpart in (9), which has the definite article (since both would then have a definite article).

Likewise, Despić (2019) observes that in article-less languages, a bare mass noun cannot refer

to its antecedent, as represented by Turkish (10a). For the anaphoric reference, the mass noun

requires a demonstrative, as shown in (10b). This is contrasted with English, where the definite

article is used in the same context, as shown in (11).

(10) a. #Ömrüm

my.life

boyunca

throughout

üzüm

grape

yetiştirdim.

produce

Meyve

fruit

herşeyim

my

oldu.

everything

‘I have been producing grapes my whole life. Fruit is everything to me.’

b. Ömrüm

my.life

boyunca

throughout

üzüm

grape

yetiştirdim.

produce

Bu

this

meyve

fruit

herşeyim

my

oldu.

everything

‘I have been producing grapes my whole life. This fruit is everything to me.’

(Turkish, Despić 2019:266)

(11) We have been growing grapes for generations – and you know, we have made millions on

the fruit. (Despić 2019:268)
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In both cases (i.e., (8) and (10)), if there is a phonologically null definite article, the bare nouns in

(8a) and (10a) should behave like their counterparts in English, which have a definite article. Thus,

Bošković (2021a) concludes that article-less languages do not have a phonologically null definite

article.

Bošković (2008b, 2012) in fact offers deductions of a number of his generalizations by propos-

ing that languages with definite articles have DP in the nominal domain, whereas languages without

definite articles lack DP. In particular, to account for (1a) and (1b), Bošković adopts Chomsky’s

(2000) Phase Impenetrability Condition (PIC), according to which only the edge of a phase is

accessible for movement outside of the phase. He also adopts the anti-locality condition argued

for in Bošković (1994), Saito and Murasugi (1999), Ishii (1999), Abels (2003), Grohmann (2003),

among others: in the formulation of Bošković (2013a), movement has to cross at least one full

phrase, not a segment. In addition, Bošković (2013a, 2014) argues that the highest phrase in the

extended projection of a lexical head, including N, constitutes a phase. As a result, in languages

with definite articles, DP is a phase in the nominal domain (as the highest phrase in the extended

projection of N) whereas in languages without definite articles, NP is a phase in the nominal phrase.

Consequently, in languages with definite articles, when an NP adjunct is extracted from the nom-

inal phrase, the movement either has to violate the PIC to satisfy the anti-locality condition if it

moves directly out of DP, as illustrated in (12a), or has to violate the anti-locality condition to obey

the PIC if it moves to Spec,DP before Spell-Out since it crosses just a segment, not a full phrase,

as illustrated in (12b). In contrast, in languages without definite articles, the highest projection of

a nominal phrase is NP, so that the adjunct undergoing movement violates neither the PIC nor the

anti-locality condition, as schematized in (13).
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(12) a. DP

D′

D NP

Adjunct NP
✓PIC

✗anti-locality

Phasal
complement

b. DP

D′

D NP

Adjunct NP

✗PIC
✓anti-locality

Phasal
complement

(13) NP

Adjunct NP

N YP

✓PIC
✓anti-locality

Phasal
complement

The same holds for LBE of an AP, which Bošković (2013a) assumes is adjoined to NP.5 As schema-

tized in (14), in languages with definite articles, where DP projects above NP, movement of an

adjective out of DP would violate the PIC or the anti-locality condition. On the other hand, in

article-less languages, where DP does not project above NP, the movement in question satisfies the

PIC and the anti-locality condition, as illustrated in (15).6

(14) a. DP

D′

D NP

AP NP
✓PIC

✗anti-locality

Phasal
complement

b. DP

D′

D NP

AP NP

✗PIC
✓anti-locality

Phasal
complement

5. Bošković (2005) proposes an alternative analysis of adjective LBE, in which adjectives project AP that dominates
NP in languages with definite articles and DP projects above the AP, so that the adjective (AP) cannot move out of the
DP to the exclusion of the NP. See also fn. 11.
6. However, if the NP from which LBE and adjunct extraction take place is directly dominated by another NP in
Serbo-Croatian, both LBE and adjunct extraction are blocked, which follows given that the higher NP is a phase in
such cases, see Bošković (2012) for data and discussion.
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(15) NP

AP NP

N YP

✓PIC
✓anti-locality

Phasal
complement

Thus, the presence/absence of DP plays a crucial role in accounting for Bošković’s generalizations

(see Bošković 2008b, 2012 for other generalizations).

Now, one important aspect of Bošković’s generalizations is that they have a two-way language

cut, i.e., whether a language has definite articles (“DP-language”) or not (“NP-language”). Interest-

ingly, however, it has been noticed that languages that have affixal definite articles (e.g., Icelandic)

exhibit some similarities with languages that lack definite articles (e.g., Serbo-Croatian), i.e., they

don’t always pattern with languages that have non-affixal definite articles (e.g., English). Thus,

Reuland (2011) and Despić (2011, 2015) observe that languages that have reflexive possessives

either lack definite articles or have suffixal articles, which is exemplified in (16) (see Despić 2011,

2015 for the list of languages).7,8

(16) a. *He loves himself’s neighbors.

b. Svaki

every

dečaki

boy

je

is

video

seen

svogi

self’s

oca.

father

(Serbo-Croatian, Despić 2015:209)‘Every boyi saw hisi father.’

c. Egili

Egil

vantar

needs

bókina

book

sínai/*hansi.

self’s/his

(Icelandic, Thraínsson 2007:463)‘Egil needs his book.’

7. Marelj (2011) argues that languages that have reflexive possessives allow adjective LBE, based on a number of
article-less languages, but Despić (2011, 2015) shows that this is not the case, since there are languages such as
Icelandic that disallow adjective LBE but have reflexive possessives. Note that for the LBE generalization illustrated
in (3), affixal article languages do behave like languages with non-affixal articles.
8. To be more precise, Despić’s original generalization is that languages that have reflexive possessives either lack
definite articles or have postnominal articles. The latter also include Koromfe, whose “definite article” is postnominal
but does not look suffixal. It should, however, be added that the “definite article” in Koromfe does not seem to be
obligatory in contexts of definite interpretations, so it may not be a real definite article from the viewpoint of Bošković’s
treatment of definite articles (cf. (4)). I thus put aside Koromfe here and adopt the version of the generalization in the
text.
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This indicates that a more fine-grained distinction of NP/DP-languages may need to be made.

Not only do affixal article languages behave like article-less languages in some domains, but

they also show some properties that neither non-affixal article languages nor article-less languages

do. Thus, Bošković (2008a) observes that movement of D-linked wh-phrases and relativization

out of multiple wh-islands are allowed in Albanian, Bulgarian, Hebrew, Icelandic, Norwegian,

Romanian, and Swedish, which are all affixal article languages.9 This is contrasted with English,

which has non-affixal article, and SC, which lacks articles. (17)-(19) are quoted from Bošković

(2008a).

(17) (English)*I saw a book which I wonder who knows who sells.

(18) *Vidio

Seen

sam

am

knjigu

book

kojui

which

se

REFL

pitam

wonder-1sg

ko

who

zna

knows

ko

who

prodaje

sells

ti.

(SC)‘I saw a book which I wonder who knows who sells.’

(19) Vidjah

saw-1sg

edna

one

kniga,

book

kojatoi

which-the

se

REFL

čudja

wonder-1sg

koj

who

znae

knows

koj

who

prodava

sells

ti.

(Bulgarian)‘I saw a book which I wonder who knows who sells.’

Talić (2015, 2017) also shows that affixal article languages do not always behave like non-

affixal article languages, and they behave like article-less languages in some respects. Her main

argument concerns Left Branch Extraction of intensifier adverbs out of APs. As (20) shows, lan-

guages that have non-affixal definite articles disallow such adverb LBE. Talić shows that this holds

for Dutch, German, Spanish, Brazilian Portuguese, French, Italian, Hungarian, and Cypriot Greek.

In contrast, languages that lack definite articles allow it, as (21) shows. This also holds for Polish,

Russian, Slovenian, and Persian.

(20) * (English, Talić 2015:420)Terriblyi, he was [ti tired.]

9. The generalization crucially concerns extraction from multiple wh-islands.
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(21) Strašnoi

terribly

je

is

bila

been

[ti umorna].

tired.F.SF

(BCS, Talić 2015:420)‘She was terribly tired.’

Crucially, she observes that Bulgarian, Icelandic, and Romanian, which have affixal definite arti-

cles, also allow adverb LBE, as represented by Bulgarian (22).

(22) Užasnoi

terribly

bjah

was

[ti umoren].

tired

(Bulgarian, Talić 2015:421)‘I was terribly tired.’

Thus, Talić (2015, 2017) establishes the following generalization:10

(23) Generalization of adverb LBE out of predicative TAPs: Languages that allow Adv-extraction

out of predicative TAPs either lack definite articles or have affixal definite articles.

To account for (23), Talić (2015, 2017) extends Bošković’s analysis of (1a) and (1b) mentioned

above to adverb LBE. Talić proposes the Structural Parallelism hypothesis, as formulated in (24).

(24) Structural Parallelism

a. If a language allows bare lexical structure without a functional layer in the domain of

one lexical category, it may allow bare lexical structure in the domain of other lexical

categories (e.g., a language can have both bare NP and bare AP).

b. If a language never allows bare lexical structure, that is, it always requires a functional

layer in the domain of one lexical category, it must have a functional layer in the domain

of all lexical categories (e.g., such a language will never have bare NP or bare AP).

As stated by (24b), Structural Parallelism generalizes presence of a functional projection in the

domain of one lexical category (e.g., nominal domain) to another domain. Talić thus proposes

that there is a functional projection in the adjectival domain that corresponds to DP in languages

that have non-affixal articles (FadjP). FadjP as the highest projection in the adjectival domain is a

10. Note that this is a one-way correlation.
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phase, and hence LBE of an intensifier adverb, which Talić assumes is adjoined to AP, is blocked

due to the interplay of the PIC and the anti-locality condition in the same way as adjective LBE

is blocked in Bošković’s proposal. In contrast, in languages that lack definite articles, FadjP can

be absent, since there is no DP layer in those languages and hence the absence of the functional

projection is generalized to the adjectival domain, due to (24a). Since the problematic projection

is not present, intensifier adverbs can move out of an adjectival domain without violating the PIC

or the anti-locality condition in the relevant languages.11

Recall now that affixal article languages pattern with article-less languages with respect adverb

LBE, although they have definite articles and hence are expected to be DP-languages. Given the

Structural Parallelism and the account of adverb LBE by Talić, it is expected that affixal article lan-

guages should pattern with article-less languages (i.e., they should behave like NP-languages) in

the nominal domain in some respects. Talić shows that this is indeed the case, building on Dubin-

sky and Tasseva-Kurktchieva’s (2014) observation regarding adjunct extraction out of a nominal

phrase. As mentioned above, Bošković (2008b, 2012) establishes the generalization that only lan-

guages without definite articles may allow adjunct extraction out of a nominal phrase. Thus, the

extraction in question is disallowed in English, which is a non-affixal article language, as shown

in (25a), whereas it is allowed in Serbo-Croatian, which is an article-less language, as shown in

(25b) (see Bošković 2012 for the list of relevant languages). Bošković proposes that DP is pro-

jected above NP in languages with definite articles in general, and this DP blocks the extraction in

question, in the same was as LBE is blocked in those languages as discussed above. In contrast, in

article-less languages, DP does not project above NP, so the extraction in question is allowed.

(25) a. *[From which city]i did Peter meet [girls ti]?

b. [Iz

(Bošković 2008b)from

kojeg

which

grada]i

city

je

is

Ivan

Ivan

sreo

met

[djevojke

girls

ti]?

11. Adjective LBE is blocked in affixal article languages even in the absence of the article (Bošković 2005, Despić
2011). Despić (2011) proposes, following Bošković (2005), that AP dominates NP in affixal and non-affixal article
languages and DP must project above the AP for the entire phrase to function as an argument (cf. fn. 5). See chapter
5 and chapter 6 for relevant discussion.
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Crucially, Dubinsky and Tasseva-Kurktchieva (2014) observe that in Bulgarian, which is an affixal-

article language, the extraction in question is disallowed when the definite article is present with

a quantifier or a prenominal possessive, as shown in (26a) and (26c), but it is allowed when the

article is absent in such environments, as shown in (26b) and (26d).

(26) a. *[Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nyakolko-to

several-the

studenti

students

ti?

‘From which university did they meet several students?’

b. [Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nyakolko

several

studenti

students

ti?

‘From which university did they meet several students?’

c. *[Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nejni-to

her-the

studenti

students

ti?

‘From which university did they meet her students?’

d. [Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nejni

her

studenti

students

ti?

‘From which university did they meet her students?’

(Dubinsky and Tasseva-Kurktchieva 2014)

Building on Bošković’s analysis mentioned above, Dubinsky and Tasseva-Kurktchieva (2014) and

Talić (2015, 2017) proposes that DP is present when the definite article is present and it is absent

when the definite article is absent in Bulgarian. Talić further argues that affixal article languages in

general may omit the DP layer when the definite article is absent (see chapter 2 for more arguments

provided by Talić).

As Talić argues, the above observations indicate that the two-way cut of the NP/DP-language

distinction originally proposed by Bošković (2008b, 2012) is not sufficient. Under Bošković’s

two-way cut, whether a language has a definite article or not correlates with whether DP is always

present or not in the language. However, DP may be absent in the absence of a definite article
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in affixal article languages. In other words, affixal article languages sometimes behave like DP-

languages, and sometimes like NP-languages, which is in fact confirmed by Reuland and Despić’s

generalization regarding reflexive possessives and Talić’s generalization regarding adverb LBE.

In addition, as noted above, Bošković (2008a) observes that affixal article languages show selec-

tive island sensitivity, which neither non-affixal article languages nor article-less languages show.

Thus, the literature has revealed that we need not just a two-way distinction (whether a language

has definite articles or not), but also a three-way distinction (whether a language has non-affixal

articles, affixal articles, or no article) of NP/DP-languages.

1.2 Main claims of the dissertation

In this dissertation, I will examine a wide range of phenomena from the perspective of the NP/DP-

language distinction, establishing a number of novel typological generalizations, discussing their

relevance to various aspects of the generative linguistic theory (on both the empirical and the

theoretical level).

I will first establish and discuss two novel cross-linguistic generalizations in which affixal arti-

cle languages pattern with article-less languages rather than non-affixal article languages, reinforc-

ing Talić’s argument that we need an (at least) three-way distinction with respect to the NP/DP-

language distinction. I will then propose deductions of those new generalizations, which will be

shown to have a number of consequences for the architecture of the grammar.

One of the two generalizations concerns the Coordinate Structure Constraint (CSC). As is well-

known, the CSC bans extraction out of a coordinate structure, as shown in (27).

(27) *[Which table]i will he buy [ti and the chair]? (Ross 1967)

However, I will show that there are a number of languages from different language families that

allow violations of the CSC. Crucially, the languages that can violate the CSC are either affixal

article languages or article-less languages. Thus, we find the three-way distinction of NP/DP-

languages with respect to violations of the CSC. In addition, I will argue that the CSC, which was
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originally proposed as a single condition by Ross (1967), should actually be separated into two

conditions. I will then discuss relevance of phases and labeling to the two separated CSCs, arguing

that those two CSCs are deduced from different mechanisms in the grammar.

The other generalization concerns the typology of indefinite pronouns, which has been exten-

sively discussed in the non-generative literature. Haspelmath (1997) shows that languages can

be classified into two major groups with respect to the morphological make-up of indefinite pro-

nouns. In one of the two groups, indefinite pronouns are derived from interrogative pronouns, as

shown by Mandarin Chinese (28), where the interrogative pronoun shenme is used to express the

interpretation of ‘something’. Haspelmath calls them interrogative-based indefinite pronouns.

(28) Ta

he

yiwei

think

wo

I

xihuan

like

shenme.

what

‘He thinks I like something.’

In the dissertation, I will establish a novel generalization that a particular type of ‘interrogative-

based’ indefinite pronouns are found only in affixal article languages and article-less languages. I

will then propose a deduction of this generalization based on parameterization in feature specifi-

cation and structure of the relevant pronouns. I will also show that this deduction of the general-

ization sheds new light on the typology of wh-questions, which has been one of the most widely

discussed topics in the generative literature. In particular, it will be shown that the deduction al-

lows us to treat multiple wh-fronting found in languages such as Serbo-Croatian and wh-in-situ of

the Japanese type in a uniform manner.

In addition, I will discuss relevance of the indefinite pronouns in question for large-scale pied-

piping, which is found in languages such as Basque. I will establish a novel cross-linguistic gen-

eralization that large-scale pied-piping is possible only if the language has the relevant indefinite

pronouns and the projection to be pied-piped is head-final. I will show that this generalization can

be deduced from the perspective of the labeling theory. Chomsky (2015) proposes the concept of

“weak heads”, which are essentially defective with respect to labeling. I will propose a principled
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criterion for defining such heads based on their morphological properties. I will then show that this

notion interacts with the head-directionality of complementizers and their morphological status to

deduce the proposed generalization regarding large-scale pied-piping. I will also show that the

proposed conception of weak heads enables us to deduce Agree from Minimal Search, which is a

third factor principle external to UG. This means that we can eliminate Agree from UG.

Note that the above discussion of the CSC and indefinite pronouns concerns a three-way dis-

tinction of NP/DP-languages. In this dissertation, however, I will further argue that the three-

way distinction (languages with non-affixal articles, languages with affixal articles, and languages

without articles) is not sufficient either, and that we need a more fine-grained “scale” of NP/DP-

language distinction, from canonical DP-languages to non-canonical DP-languages. Specifically, I

will demonstrate that a number of languages that have been previously considered as DP-languages

in the literature (the languages in question have free stranding (i.e., non-affixal) articles) actually

exhibit some properties that NP-languages do, and argue that the presence/absence of a definite

article does not necessarily correspond to the presence/absence of DP in a given language or a

construction. I will then propose that the definite article has an option of not projecting DP in the

nominal domain, since the definite article can be base-generated as adjoined to another head (this

is in fact what will enable us to capture the exceptional behavior of certain DP languages noted in

this passage).

A word of caution is in order here regarding the relationship between generative linguistics

and typology. As mentioned above, I will establish a number of novel typological generaliza-

tions, and discuss relevance of those typological observations for the generative linguistic theory.

In the non-generative typological literature, however, it has been observed that almost all typo-

logical generalizations have some exceptions (i.e., they are statistical universals), based on which

non-generative typologists have argued that there is no such thing as UG that all human languages

share, because UG should not allow exceptions. As Bošković (2021a) points out, there is actually

a misunderstanding here; typological generalizations, whether they have exceptions or not, are

descriptive generalizations that are independent of any particular theory, hence those descriptive
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generalizations themselves are not UG. What is relevant for UG are the deductions of those gener-

alizations. Thus, even if there are some exceptions to a descriptive generalization, those exceptions

themselves do not serve as direct counterarguments to UG (though a deduction of the generaliza-

tion based on UG may need to be reconsidered so that it leaves room for exceptions). In fact, the

generalizations established in this dissertation will be described in a theory-neutral way, without

appealing to UG; some of my generalizations even have exceptions. The deductions of the gener-

alizations offered in this dissertation will, however, be based on mechanisms of UG, and they will

also leave room for exceptions. It should also be added here that all the typological generalizations

I establish in this dissertation are implicational hierarchies (i.e., one-way correlations), stated as,

e.g., “languages that have a property X have a property Y”; thus, there can be languages that have

Y but not X, and those languages do not invalidate the generalizations or their deductions. To put it

differently, there can be additional factors that disallow languages that have Y to have X, and those

factors may be independent of the deduction of an implicational hierarchy. For more extensive dis-

cussion of the relationship between generative linguistics and typology, see Baker and McCloskey

(2007), Polinsky and Kluender (2007), and especially Bošković (2021a). What is important here

is that typological investigations can not only be compatible with, but also shed new light on, the

generative linguistic theory, which this dissertation aims to demonstrate.

1.3 Organization of the dissertation

The dissertation is organized as follows.

In chapter 2, I will discuss the Coordinate Structure Constraint (CSC) from the perspective

of the NP/DP-language distinction. I will first show that the CSC can be violated in a number

of genetically unrelated languages, as noted above. Crucially, the violations of the CSC involve

extraction of a conjunct, while extraction out of a conjunct is still disallowed in languages where

extraction of a conjunct is allowed. Based on this, I will argue that the CSC should be separated

into two independent conditions: the ban on extraction of a conjunct (CSC I) and the ban on
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extraction out of a conjunct (CSC II). I will then establish a novel generalization that languages

that allow violations of the CSC I either have affixal definite articles or lack definite articles. I will

offer a deduction of this new generalization by extending Bošković’s (2005, 2008b, 2012, 2013a)

deduction of LBE out of a nominal domain and Talić’s (2015, 2017) Structural Parallelism to the

coordinate structure. I will also briefly discuss Bošković’s (2020b) account of the CSC II, and

claim that the CSC I and the CSC II are deduced from different mechanisms: the CSC I is a purely

syntactic condition and the CSC II is an interface condition.

In chapter 3, I will discuss the typology of indefinite pronominal systems, which has been ex-

tensively discussed in the non-generative literature, from the perspective of the NP/DP-language

distinction. As mentioned above, Haspelmath (1997) observes that there are two types of indefi-

nite pronouns: what he calls “generic-noun-based” indefinite pronouns and “interrogative-based”

indefinite pronouns; I will focus on the latter. The “interrogative-based” indefinite pronouns are

so called because they appear to be composed of an interrogative pronoun and a quantificational

affix/particle. However, by paying close attention to the morphology of the relevant pronouns, I

will argue that the term “interrogative-based” indefinite pronoun is misleading, and propose a new

classification of the relevant pronouns building on Kuroda (1965); specifically, I will propose that

there are two types of relevant pronouns, bare indeterminate pronouns and compositional indeter-

minate pronouns. I will then establish a novel generalization that languages that have productive

compositional indeterminate pronouns either have affixal definite articles or lack definite articles.

I will offer a deduction of this new generalization based on Saito’s (2017) parameterization of bare

indeterminate pronouns in Chinese and compositional indeterminate pronouns in Japanese. I will

also argue that this deduction of the generalization in question sheds new light on the typology

of the syntax of wh-questions; in particular, multiple wh-fronting found in e.g., Slavic languages

and wh-in-situ of the Japanese type receive a unified treatment, which is in fact supported by cer-

tain parallelisms between these two types of wh-questions. Furthermore, it will be argued that the

proposed analysis of indeterminate pronouns can account for various types of wh-in-situ observed

in the literature. Thus, the proposed account of indeterminate pronouns enables us to take a fresh
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perspective on the investigation of the typology of the syntax of wh-questions.

In chapter 4, I will show that the availability of the relevant indefinite pronominal system inter-

acts with the availability of large-scale pied-piping observed in languages like Basque. Specifically,

as mentioned above, I will establish a novel cross-linguistic generalization that large-scale pied-

piping is possible in a language only if the language has productive compositional indeterminate

pronouns and the projection to be pied-piped is head-final. In order to deduce this new generaliza-

tion, as noted above, I propose a morpho-syntactic condition on “weak heads” under Chomsky’s

(2015) labeling framework, in which weak heads are realized as bound morphemes, as well as a

criterion for determining weak heads, which generalizes the notion of weak heads to all heads that

have unvalued features at the point of External Merge. I then show that this conception of weak

heads captures the availability of large-scale pied-piping, tied with a cross-linguistic morphologi-

cal difference between head-initial and head-final complementizers observed by Inaba (2011). In

addition, as noted above, I will demonstrate that this new conception of weak heads allows us

to deduce Agree from Minimal Search, which is a third factor principle external to UG. In other

words, we can eliminate Agree from the computational system of language and hence minimize

UG. I will also show that this deduction can capture the variation in the superiority effects that is

found with multiple wh-questions in combination with Epstein et al.’s (2020) theory of Minimal

Search and feature valuation. Moreover, I will discuss Bošković’s (2008a) generalization that D-

linked and relative indeterminate phrases are insensitive to multiple wh-islands in languages with

affixal definite articles from the perspective of the labeling framework discussed in this chapter.

I will show that this generalization can be captured by the syntactic nature of a head amalgam

created by External Pair-Merge of two heads in Epstein et al.’s (2016) sense.

In chapter 5, I will show that some languages that have been treated as non-affixal article

languages by Bošković (2008b, 2012) and Talić (2015, 2017) exhibit different properties from both

prototypical non-affixal article languages such as English and prototypical affixal article languages

such as Bulgarian. Based on a close investigation of such cases, I will propose that we need

an even more fine-grained differentiation of the NP/DP languages distinction. In particular, as
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mentioned above, the distinction to be made is not a two-way or three-way “cut”, but a “scale”

from a canonical DP-language to a canonical NP-language. A theoretical issue to be addressed

is how to capture those more fine-grained distinctions, or the “scale”. I will propose that definite

articles, which have been considered to always project DP in the literature, actually need not project

in some languages, which I argue is an option allowed in the Bare Phrase Structure Theory; more

specifically, definite articles in, e.g., Italian can be base-generated adjoined to a nominal head,

without projecting DP. Thus, the scale of NP/DP-language distinction can be captured by different

options for realization of definite articles in the structure, which are in fact allowed by the current

syntactic theory. I will also discuss the proposed fine-grained scale of NP/DP-languages distinction

from the perspective of the so-called emergentist view of parameters, which conforms to the three

factor design of language proposed by Chomsky (2005). The scale of NP/DP-languages distinction

will be argued to be an appropriate parameter given the locus of parameterization in minimalism

and economy considerations of language acquisition.

In chapter 6, I will discuss cases in which definite articles are omitted in contexts where definite

interpretation is obtained and hence definite articles would be expected to occur under Bošković’s

(2016b) definition of definite articles in (4). Specifically, certain PPs and kinship possessums

in some non-canonical DP-languages in the NP/DP-language scale argued for in chapter 5 resist

definite articles in these domains even though they have definite interpretation. I will propose a

syntactic account for the article drop in PPs, and a semantic account for kinship possessums. Re-

garding PPs, I will propose that P can be the highest functional projection in the nominal domain in

the sense of Grimshaw (2000) and Bošković (2014), which is motivated by the categorial feature

specification originally proposed by Chomsky (1970). P being the highest functional projection

in the nominal domain blocks projection of DP, and the feature responsible for the definite inter-

pretation that is otherwise contained in D becomes part of the feature bundle of P in such cases.

As for kinship possessums, I will propose, following Dobrovie-Sorin (2002, 2004) that they are

of type ⟨e,e⟩, so that the definite article cannot be combined with the possessive phrase due to a

type mismatch. It will also be argued that DP is absent in both article drop in PPs and article drop
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with kinship possessums, which is consistent with the proposal in chapter 5 that DP can be absent

in non-canonical DP-languages. In addition, I will show that the presence of the definite article is

forced in these environments when there is an adjective that modifies the head noun in the PPs or

the kinship possessum. I will take this as indicating that the presence of an adjective in a nominal

phrase plays a crucial role in projection of DP in environments where DP is otherwise omitted. I

will then offer syntactic and semantic accounts for those cases.

Chapter 7 concludes the dissertation and addresses some open questions.
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Chapter 2

Decomposing and Deducing the Coordinate

Structure Constraint

2.1 Introduction

This chapter explores the Coordinate Structure Constraint (CSC) from a cross-linguistic perspec-

tive and establishes a novel typological generalization regarding the CSC. The CSC was originally

formulated by Ross (1967) as in (1), based on English examples such as (2).

(1) In a coordinate structure, no conjunct may be moved, nor may any element contained in a

conjunct be moved out of that conjunct.

(2) a. * [Which table]i will he buy [ti and the chair]?

b. * [Which trombone]i did [[the nurse polish ti] and [the plumber compute the tax]]?

(Ross 1967)

The more or less standard view in the literature is that the CSC is universal across languages.

Postal (1998:52) in fact notes that “the CSC is widely regarded as the most problem-free syntactic

constraint ever discovered”. This constraint, unlike other island constraints formulated by Ross, is

also accepted as a universal constraint in non-generative literature (e.g., Haspelmath 2004, 2007,
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Kazenin and Testelets 2004, Peterson and VanBik 2004) and is used as one of the criteria for

coordinate structures in comparison with subordinate and comitative constructions. As far as I

know, there has been no detailed cross-linguistic research that examines the CSC.

Interestingly, however, it has occasionally been observed that there are cases where the CSC is

violated in languages other than English. For instance, Bošković (2009c) and Stjepanović (2014)

observe that Serbo-Croatian (SC) allows violations of the CSC, as shown in (3).

(3) ?Knjigei

books

je

is

Marko

Marko

[ti i

and

filmove]

movies

kupio.

bought

‘Marko bought books and movies.’

Yatabe (2003) also observes that scrambling out of a coordinate structure is possible in Japanese.

(4) ?Kyoodai-toi

Kyoto.University-and

kanojo-wa

she-TOP

[ti Toodai]-ni

Tokyo.University-DAT

akogareteiru.

admire

(adapted from Yatabe 2003)‘She admires Kyoto University and Tokyo University’

Given the standard view on the CSC, one might simply consider (3) and (4) to be arbitrary ex-

ceptions peculiar to these two languages. In this chapter, however, I demonstrate that the CSC

can be violated in a wide range of languages, which furthermore share a common property; this

means that cases such as (3) and (4) are not arbitrary at all from a more cross-linguistic perspec-

tive. Based on this, I then establish a novel cross-linguistic generalization regarding languages that

allow violations of the CSC. I then propose a deduction of this new generalization based on a con-

textual approach to phasehood advocated by Bošković (2013a, 2014) and the Structural Parallelism

hypothesis proposed by Talić (2015, 2017).

The cross-linguistic data regarding violations of the CSC will also lead me to argue, in the

spirit of Grosu (1973) and Postal (1998) (for more recent discussion see also Bošković in press,

Stjepanović 2014), that the CSC, which was originally formulated as a single condition as in (1),

should be separated into two different conditions, and that both ConjP and individual conjuncts

23



are islands independently of each other.1 This will shed new light on the long-standing debate

regarding the nature of the traditional CSC, namely, the question of where in the grammar the

CSC applies (narrow syntax, Johnson 2002, Postal 1998, Ross 1967 among others, LF, Fox 2000,

Goodall 1987, Kehler 1996, Lin 2001, Munn 1993, Ruys 1993 among others, or PF, Merchant

2001, Kasai and Takahashi 2002 among others; see Kato 2006 for an overview). I will provide a

more fine-grained answer to this issue that could not have been provided without the separation

of the CSC into two conditions that is argued for here. More specifically, the present chapter

will argue that the two different conditions that result from the separation of the traditional CSC

(which concern the islandhood of ConjP and the conjuncts respectively) are deduced from different

mechanisms in the architecture of the grammar: one is a purely syntactic condition, and the other

one is an interface condition.

A word of caution is in order here. As this is a typological work – in order to establish the new

generalization, a number of languages need to be discussed – it is impossible to go into a detailed

discussion of any individual language discussed here for space reasons. As a result, I will not

discuss some cases where violations of the CSC are disallowed due to some additional interfering

factors even in languages such as SC and Japanese which in principle allow such violations.2 This

does not invalidate my argument, however, because the goal of this chapter is to make a distinction

between languages that in principle allow CSC violations and those that never allow them; in other

words, the primary goal of this chapter is to establish and deduce the new generalization regarding

languages that in principle allow violations of the CSC of the kind in (3) and (4) (we will see that

such languages constitute a natural class), which are, crucially, never allowed in languages like

1. Grosu (1973) argues for the separation of the CSC based on pronominalization and pseudo-clefts, which is very
different from our current concerns. In fact, this chapter will present the first case for the separation of the CSC into
separate conditions from a broad cross-linguistic perspective.
2. For example, extraction of the first conjunct out of a nominal phrase is banned in Japanese, as shown in (i).

(i)*Sensei-toi
teacher-and

Taro-wa
Taro-TOP

[NP Hanako-kara-no
Hanako-from-GEN

[ConjP ti tomodachi]-e-no
friend-to-GEN

tegami]]-o
letter-ACC

yonda.
read.PAST

‘Taro read a letter from Hanako to her teacher and friend(s).’

Such cases are not our main concern here, since, as noted in the text, what is important is that languages like Japanese
in principle allow violations of the CSC as in (4), in contrast to languages like English (at any rate, extraction out of a
nominal domain in Japanese is independently severely restricted; cf. Takahashi and Funakoshi 2013, Shiobara 2017,
Arano and Oda 2019).
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English (which constitute another natural class).

The chapter is organized as follows: in section 2.2, I provide a cross-linguistic survey of the

possibility of CSC violations and argue that the CSC has to be separated into two conditions,

which indicates that both the whole coordinate structure (i.e., ConjP) as well as the individual

conjuncts themselves are islands independently of each other. In section 2.3, I provide a new

generalization regarding the property that languages that allow CSC violations share, and propose

a phase-based account of this generalization in connection with the structure of the conjunction

phrase. In section 2.4, I briefly discuss Bošković’s (2020b) approach to one part of the traditional

CSC and its consequences for the proposal in this chapter as well as to the status of the CSC.

Section 2.5 concludes the chapter.

2.2 Separating the CSC

As mentioned above, the CSC has standardly been considered to apply in all languages. Thus,

extraction out of a coordinate structure is not allowed in English, Dutch, Spanish, Italian, and

Brazilian Portuguese, as illustrated in (5)-(9).

(5) English (Indo-European, Germanic)

*The winei, he bought [ti and the cheese].

(6) Dutch (Indo-European, Germanic)

*De

the

wijni

wine

kocht

bought

Jan

Jan

[ti en

and

de

the

kaas].

cheese

‘Jan bought the wine and the cheese.’

(7) Spanish (Indo-European, Italic)

?*El

the

vinoi,

wine

compré

I.bought

[ti y

and

el

the

queso].

cheese

‘I bought the wine and the cheese.’
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(8) Italian (Indo-European, Italic)

*Il

the

vinoi,

wine

ho

I.have

comprato

bought

[ti e

and

il

the

formaggio].

cheese

‘I bought the wine and the cheese.’

(9) Brazilian Portuguese (Indo-European, Italic)

*O

the

vinhoi,

wine

ele

he

comprou

bought

[ti e

and

o

the

queijo].

cheese

‘He bought the wine and the cheese.’

However, there are languages that allow a type of extraction out of a coordinate structure, in

addition to SC and Japanese, which were noted above. Let us consider (10)-(22).3

(10) SC (Indo-European, Slavic)

?Knjigei

books

je

is

Marko

Marko

[ti i

and

filmove]

movies

kupio.

bought

(= (3))

‘Marko bought books and movies.’

(11) Russian (Indo-European, Slavic)

Kn’ig’ii

books

Pasha

Pasha

[ti i

and

f’il’my]

movies

kupil.

bought

‘Pasha bought books and movies.’

(12) Polish (Indo-European, Slavic)

?Ksia̧z.kii

books

Jan

John

[ti i

and

filmy]

movies

kupił.

bought

‘John bought books and movies.’

3. Regarding the placement of the conjunction in (13), see Oda (2017), who argues that the conjunction cliticizes to the
first conjunct in narrow syntax, and is then carried along by the movement of the conjunct. Stjepanović (2014) shows
that something similar actually happens in SC (10), the only difference being that the conjunction in SC procliticizes
to the second conjunct instead of encliticizing to the first conjunct. See Stjepanović (2014) and Oda (2017) for more
detailed discussion.
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(13) Japanese (Japonic)

a. ?Kyoodai-toi

Kyoto.University-and

kanojo-wa

she-TOP

[ti Toodai]-ni

Tokyo.University-DAT

akogareteiru.

admire

(= (4))

‘She admires Kyoto University and Tokyo University’

b. ?Nani-toi

what-and

Taro-ga

Taro-NOM

[ti mizu]-o

water-ACC

katta

bought

no?

Q

lit. ‘What did John buy and water?’

(14) Korean (Koreanic)

a. ?Hankuk-kwai

Korea-and

kuney-nun

she-TOP

[ti ilpon]-ul

Japan-ACC

conkyinghanta.

admire

‘She admires Korea and Japan.’

b. ?Mwuess-kwai

what-and

John-i

John-NOM

[ti mwul]-ul

water-ACC

sanni?

buy.Q

lit. ‘What did John buy and water?’

(15) Old English (Indo-European, Germanic)

And

and

he

he

hinei

him

miclum

greatly

[ti ond

and

his

his

geferan]

companions

mid

with

feo

money

weorðude

honored

‘And he much honored him and his companions with money’

(Anglo-Saxon Chronicle 878:Lightfoot 1999)

(16) Latin (Indo-European, Italic)

27



a. neminem

nobody

sapientiaei

wisdom

laudem

reputation

[ti et

and

eloquentiae]

eloquence

sine

without

summo

greatest

studio

effort

et

and

labore

industry

et

and

doctrina

study

consequi

obtain

posse.

can

‘no one can achieve high distinction for wisdom and eloquence without a very great

amount of zeal and industry and study.’ (Cicero, de Oratore 2.363)

b. Etrusci

Etruscan

campi,

plains

qui

which

Faesulasi

Faesulae

inter

between

[ti Arretium-que]

Arretium-and

iacent

lie

(Livy, 22.3.3)‘the Etruscan plains between Faesulae and Arretium’

(17) Classical Greek (Indo-European, Hellenic)

polémoui

war.GEN

péri

about

[ti kaì

safety.GEN

asphaleíās]

(Thucydides 5.11.4, Agbayani and Golston 2010:144)‘about war and safety’

(18) Sanskrit (Indo-European, Indo-Aryan)

[imān

these.ACC.SG

ca

and

lokān]i

world.ACC.SG

upa-hváyate

summon.3SG.PRES

[ti etāni

these.ACC.PL

ca

and

sāmāni]

chant.ACC.PL

‘He summons these worlds and these chants.’

(Śathapathabrahman. a1.8.1.19, Mitrović 2011:78)

(19) Gitksan

Gwi-hli

what-CN

gubis

eat.TRA.PN

Henry

Henry

[ti gan-hl

and-CN

miyup]?

rice

(Davis and Brown 2011:58)‘What did Henry eat and rice?’
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(20) Nisgha

Ksax
¯

only

haxwadakw-hli

bow-CN

dii

CNTR

jabit,

make-TRA-3SG.II

[ti gan-hl

and-CN

hawil].

arrow

(Tarpent 1987:452)‘He did nothing but make bows and arrows.’

(21) Shona

?Ndi-Ø-anii

NI-1a-who

wa-vaka-teng-er-a

1a.NSE-2.SM-TA-buy-APPL-FV

[ti na-Ø-Tendai]

and-1a-Tendai

ma-rokwe?

6-dress

(Zentz 2016:137)‘Who(m)i did they buy [ti and Tendai] dresses?’

(22) Tümpisa Shoshone

Niiii

I

isapaippii-ai

coyote-OBJ

punikkappiihantii

saw

[ti tunga

and

kammuttsi(-a)].

jackrabbit(-OBJ

(Dayley 1989:341)‘I saw a coyote and a jackrabbit.’

All the examples above involve extraction of a conjunct. However, the languages that allow ex-

traction of a conjunct listed above still ban another type of extraction out of a coordinate structure.

Consider (23)-(27).

(23) SC

?*Knjigui,

book

Milan

Milan

je

is

rekao

said

da

that

je

is

Jovan

Jovan

[[kupio

bought

ti danas]

today

i

and

[prodao

sold

kompjuter

computer

juče]].

yesterday

‘Milan said that Jovan bought a book today and sold a computer yesterday.’
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(24) Russian

?*Knigui,

book

Vasja

Bill

skazal

said

čto

that

Vanja

John

[[kupil

bought

ti sjegodnja

today

utrom]

morning

i

and

[prodal

sold

komp’yuter

computer

včera]].

yesterday

‘Bill said that John bought the book this morning and sold a computer yesterday.’

(25) Polish

?*Ksia̧żkȩi

book

to

TOP

Piotr

Peter

powiedział,

said

że

that

Jan

John

[[kupił

bought

ti dzisiaj]

today

i

and

[sprzedał

sold

komputer

computer

wczoraj]].

yesterday

‘Peter said that John bought the book today and sold the computer yesterday.’

(26) Japanese

*Taro-oi

Taro-ACC

John-wa

John-TOP

[Yamada-kyoozyu-ga

Yamada-Prof.-NOM

[ti home]

praise

(&) [Hanako-o

Hanako-ACC

shikatta]

scolded

to]

C

itta.

said

(Kato 2005:317)‘John said that Prof. Yamada praised Taro and scolded Hanako.’

(27) Korean

*Taro-luli

Taro-ACC

John-un

John-TOP

[Yamada-kywosu-ka

Yamada-Prof.-NOM

[ti chinchanha-ko]

praise-and

[Hanako-lul

Hanako-ACC

pipanhasstako]]

criticize

malhassta.

said

‘John said that Prof. Yamada praised Taro and scolded Hanako.’
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The common characteristic of the data in (23)-(27) is that they involve movement from within a

conjunct. This means that extraction out of a conjunct is banned even in the languages that allow

extraction of a conjunct.

If the CSC were a single locality condition as Ross (1967) originally formulated it as in (1), it

would be mysterious why extraction of a conjunct is allowed but extraction out of a conjunct is

banned in the same languages. This leads us to the conclusion that the CSC should be separated

into two conditions, as in (28).

(28) a. CSC I: a conjunct may not be extracted out of a coordinate structure.

b. CSC II: an element inside a conjunct may not be extracted out of a coordinate structure.

In languages like SC, Russian, Polish, Japanese, and Korean, the CSC I can be violated whereas

the CSC II cannot be. In languages like English, Spanish and Italian, neither the CSC I nor the

CSC II can be violated.

I take the above cross-linguistic pattern to indicate that the whole coordinate structure (ConjP)

and the conjuncts themselves independently ban extraction from inside themselves, and I interpret

this state of affairs to mean that both ConjP and individual conjuncts are islands independently of

each other.4 An immediate question then arises: why the islandhood of ConjP but not of a conjunct

can be voided in certain languages (namely, in those that allow extraction of conjuncts but not out

of conjuncts). This issue will be discussed in the following sections.

2.3 A Phase-based Approach to Violations of the CSC I

2.3.1 What languages allow violations of the CSC I?

Now that we saw that a number of languages allow violations of the CSC I, a question that

arises is whether there is a common characteristic among languages that allow such violations.

4. In fact, extraction out of a conjunct is even worse than extraction of a conjunct in languages that disallow both
according to my informants. This intuition is straightforwardly captured by the current proposal, since extraction out
of a conjunct crosses two islands (ConjP and a conjunct), whereas extraction of a conjunct crosses just one (ConjP).
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Interestingly, all the languages that allow violations of the CSC (namely, SC, Russian, Polish,

Japanese, Korean, Old English, Latin, Classic Greek, Sanskrit, Gitksan, Nisgha, Shona, and Tümp-

isa Shoshone) lack definite articles. This is reminiscent of Bošković’s (2008b, 2012) NP/DP lan-

guage distinction, according to which languages that do not have definite articles show many prop-

erties that languages which have definite articles do not show. Bošković gives a number of prop-

erties of this kind, several of which in fact involve extraction (e.g., Left Branch Extraction (LBE)

of adjective may be allowed only in languages without articles). It then seems that the following

generalization can be made regarding CSC I violations:

(29) Generalization of CSC I violations (to be revised)

Only languages that do not have a definite article may allow CSC I violations.

In all the examples in (10)-(22) the first conjunct is extracted out of a coordinate structure. Extrac-

tion of a conjunct is thus allowed in these languages, in contrast to the languages in (5)-(9), where

extraction of a conjunct is disallowed. Again, this is unexpected by Ross’s original formulation of

the CSC.5

However, the situation is more complex than that; we do not seem to be dealing here simply

with a distinction between languages with and without definite articles. Thus, Johannessen (1998)

reports that Norwegian, Swedish, and Old Norse allow violations of the CSC I, even though these

languages have a definite article.6,7

5. See below for extraction of non-initial conjuncts.
6. (i) shows that Old Norse had a definite article.

(i) hestr-inn
horse-DEF

‘the horse’ (Faarlund 2009:619)

7. Anders Holmberg (p.c.) points out that an intonational pause is not needed between jag ‘I’ and och ‘and’ in (31),
unlike its counterpart in English, which requires an intonational break before and (indicating an afterthought). This
indicates that the part och hans gamla dragspelsorkester is not an afterthought (the same holds for languages like
Japanese or SC). However, he also points out that when i går ‘yesterday’ appears after the second conjunct as in (i),
the sentence becomes ungrammatical without an intonational break before och ‘and’ (if there is an intonational break
there, the sentence is grammatical). The same pattern is noted by Johannessen (1998) for Norwegian.
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(30) Peri

Per

så

saw

jeg

I

[ti og

and

Ola].

Ola

(Norwegian, Johannessen 1998:216)‘Per, I saw, and Ola.’

(31) Swedish

Kalle Jularboi

K.J.

hörde

heard

jag

I

[ti och

and

hans

his

gamla

old

dragspelsorkester].

accordion.band

(Andersson 1982:35)‘K.J., I heard and his old accordion band.’

(32) Old Norse

Skegg-Ávaldii

Beard-Avald.SG

átti

had.SG

búð

hut

saman

together

[ti ok

and

Hermundr],

Hermund.SG

son

son

hans.

his

(Nygaard 1917:13)‘Beard-Avald and his son, Hermund, lived together.’

Icelandic, which has a definite article, also allows a CSC I violation.8

(i)* [Kalle Jularbo]i
K.J.

hörde
heard

jag
I

[ti och
and

hans
his

gamla
old

dragspelsorkester]
accordion.band

i
in

går.
yesterday

‘K.J., I heard, and his old accordion band yesterday.’

One possibility to explain this effect could be that the remnant of the coordinate structure after movement of the first
conjunct needs to be focalized by the Nuclear Stress Rule, which essentially affects the last element in an intonational
phrase. In Spanish, wh-in-situ is limited to the sentence final position (if an adverb follows it, it must be separated by
a pause); Reglero (2007) argues that this can be explained by an interaction of the Nuclear Stress Rule with the Focus
Stress Rule. In SC, CSC I violations are most acceptable if the remnant of the coordinate structure precedes the verb,
which is a focus position in the language. This can be taken to indicate that there may be a requirement to focalize
the remnant of CSC I violations on a par with Spanish wh-in-situ. Turning to Swedish (and Icelandic in footnote
8), in these languages, the Nuclear Stress Rule applies, assigning stress to the rightmost element in an intonational
phrase (usually the last element in a sentence; see Ambrazaitis 2009 and Myrberg and Riad 2015 for Swedish and
Ámason 1985 for Icelandic). It is, then, not implausible that the remnant of the movement involving CSC I violations
in these languages may have to be focalized, with the Nuclear Stress Rule applying to it in the same way as in Spanish
wh-in-situ. ((i) is acceptable with a pause before the adverb, on a par with wh-in-situ in Spanish, since the domain of
Nuclear Stress Rule application is an intonational phrase.)
8. Gísli Rúnar Harðarson (p.c.) points out the same pattern as in Swedish regarding an intonational break and an
element after the second conjunct: in (33) an intonational break is not required before og ‘and’, unlike its English
counterpart, but when there is a phrase after the second conjunct as in (i), the sentence is ungrammatical unless there
is an intonational break before og. (See footnote 7 for a possible account.)

(i)*Péturi
Pétur.ACC

sá
saw

ég
I

[ti og
and

Maríu
Mary.ACC

í
in

gær].
yesterday

‘I saw Peter and Mary yesterday.’
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(33) Icelandic

Péturi

Pétur.ACC

sá

saw

ég

I

[ti og

and

Maríu].

Mary.ACC

‘I saw Peter and Mary.’

Pană Dindelegan (2016) also reports that a violation of the CSC I is attested in Old Romanian,

which also had a definite article.9

(34) Old Romanian

nu

not

puteţi

can.PRES.2PL

[lu

LUI.DAT

Dumnezeu]i

God

sluji

serve.INF

[ti şi

and

lu

LUI.DAT

Mamon].

Mammon

‘you cannot serve God and Mammon.’

(Coresi, Tâlcul Evanghelülor 56v; Pană Dindelegan 2016:574)

What is then the class of languages that allow CSC I violations? More specifically, what is the

difference between the languages with a definite article that allow CSC I violations and those

which do not? The answer lies in the nature of the definite articles. Crucially, definite articles

in the languages that allow CSC I violations are affixal, whereas those in the languages that do

not allow such violations are non-affixal. Thus, the more precise generalization regarding CSC I

violations which puts together (29) and the facts noted above is given in (35).10

(35) Generalization of CSC I violations

Languages with non-affixal articles disallow CSC I violations, whereas languages without

definite articles and languages with affixal definite articles may allow them.

Notice now that the classification of the languages that allow violations of CSC I is the same as

the one regarding adverb extraction out of an adjectival domain discussed by Talić (2015, 2017),

9. (i) shows that Old Romanian had a definite article.

(i) oameni-i
men.M-DEF.PL.NOM

‘the men’ (Coresi, Evanghelie cu învăţătură 13:Pană Dindelegan 2016)

10. Note that (35) is a one-way correlation, which means that there can be languages that lack definite articles or have
affixal definite articles but do not allow violations of the CSC I due to some additional factors. See footnote 15 on this.
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which is repeated here as (36) from Chapter 1.

(36) Generalization of adverb LBE out of predicative TAPs

Languages that allow Adv-extraction out of predicative TAPs either lack definite articles or

have affixal definite articles.

Thus, the generalization (35) supports Talić’s argument that the two-way distinction of NP/DP

languages is not sufficient, and that we need (at least) a three-way distinction of NP/DP languages.

Below, I will offer a deduction of the generalization (35) based on Talić’s deduction of (36).

In section 2.3.2, I summarize Talić’s deduction of (36), which appeals to the Structural Parallelism

hypothesis and the contextual approach to phasehood advocated by Bošković (2013a, 2014). In

section 2.3.3, I provide a deduction of (35) by extending Talić’s account of (36) to the coordinate

structure.

2.3.2 Talic’s (2015,2017) Structural Parallelism

As mentioned above, the generalization in (35) is quite similar to the one regarding adverbial LBE

established by Talić (2015, 2017). Talić shows that an intensifier adverb can be extracted from

a predicative traditional adjective phrase (TAP) only in languages without definite articles and

languages with affixal definite articles. Thus, English, Spanish, Italian and Brazilian Portuguese

do not allow adverb LBE (36)-(39), whereas SC, Russian, Polish, Icelandic and Romanian allow

it (40)-(44). Japanese, which was not discussed by Talić, patterns with BCS, Russian, Polish,

Icelandic, and Romanian in this respect, as shown in (45).

(37) English

*Terriblyi he was [ti tired].
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(38) Spanish

*Extremadamentei

extremely

(yo)

I

estoy

am

[ti cansado].

tired

cf. (Yo) estoy extremadamente cansado.

‘I am extremely tired.’ (Talić 2015:420)

(39) Italian

*Estremamentei

extremely

è

is

[ti intelligente].

smart

cf. È estremamente intelligente.

‘He is extremely smart.’ (Talić 2017:21)

(40) Brazilian Portuguese

*Terrivelmentei

terribly

eu

I

estou

am

[ti cansado].

tired

cf. Eu estou terrivelmente cansado.

‘I am extremely tired.’ (Talić 2015:420)

(41) BCS

Strašnoi

terribly

je

is

bila

been

[ti umorna].

tired.F.SF

cf. Je bila strašno umorna.

‘She was terribly tired.’ (Talić 2015:420)

(42) Russian

Ušzasnoi

terribly

ja

I

byl

was

[ti rad

glad.SF

tebja

you

videt’].

see

cf. Ja byl Užasno rad tebja videt’.

‘I was very glad to see you.’ (Talić 2015:420)
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(43) Polish

Okropniei

terribly

on

he

był

was

[ti zmȩczony].

tired

cf. On był okropnie zmȩczony.

‘He was terribly.’ (Talić 2015:420)

(44) Icelandic

Rosalegai

extremely

er

is

hún

she

[ti falleg].

beautiful.SG.F

cf. Hún er rosalega falleg.

‘She is extremely beautiful.’ (Talić 2015:420)

(45) Romanian

Foartei

very

sunt

am

[ti obositā].

tired

cf. Sunt foarte obositā.

‘I am very tired.’ (Talić 2015:420)

(46) Japanese

Totemoi

very

John-wa

John-TOP

[ti shinsetsu]

kind

da.

is

cf. John-wa totemo shinsetsu da.

‘John is very kind.’

Based on these data, Talić (2015, 2017) provides the generalization in (47), repeated from (36):

(47) Generalization of adverb LBE out of predicative TAPs

Languages that allow Adv-extraction out of predicative TAPs either lack definite articles or

have affixal definite articles.

Notice again that Talić’s classification of the languages that allow adverb LBE out of predicative
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TAPs is the same as the one regarding CSC I violations that I provided in the previous section.

Talić proposes an account of the generalization in (47) based on Bošković’s (2013a, 2014)

approach to LBE out of traditional noun phrases (TNPs). Bošković (2008b, 2012) established the

generalization regarding LBE out of TNPs in (47).11

(48) Generalization of adjective LBE out of TNPs12

Only languages without definite articles may allow adjective LBE, while languages with

definite articles never allow it.

(49) BCS

Pametnii

smart

su

are

oni

they

[ti studenti].

students

‘They are smart students.’

(50) English

*Smarti they are [ti students].

To account for (48), Bošković adopts Chomsky’s (2000) Phase Impenetrability Condition (PIC):

11. Bošković (2012) gives the following languages as allowing adjective LBE, all of which lack definite articles:
SC, Russian, Polish, Czech, Ukrainian, Slovenian, Latin, Mohawk, Southern Tiwa, Gunwinjguan languages, Hindi,
Bangla, Angika, and Magah. Franks (2007) observes that Colloquial Finnish has developed a definite article and
disallows LBE, unlike literary Finnish, which does not have a definite article and allows LBE. Taylor’s (1990) also
observes that the occurrences of split NPs/wh-phrases decreased from the Homeric Greek period to the Koine Greek
period, which Bošković (2012) takes as indicating that the development of definite articles played an important role in
the loss of adjective LBE and hence as evidence for his generalization regarding the correlation between the availability
of definite articles and adjective LBE.

Interestingly in this context, extraction of a conjunct is attested in the Homeric Greek period (8th century BC) and
the Classical Greek period (5th-4th century BC), where definite articles were not fully developed, but it is not reported
in the Koine Greek period (1st century AD), where definite articles were fully developed (Agbayani and Golston 2010,
Devine and Stephens 2000). This coincides with the above observation that the development of a definite article led to
loss of adjective LBE in Ancient Greek.
12. Note that this is a one-way correlation, which means that there are languages without definite articles that do not
allow adjective LBE due to additional factors (see Bošković 2013a on these additional factors). The reader should
also bear in mind that the possibility of adjective LBE does not necessarily have to coincide with the possibility of
violations of the CSC I in an article-less language, since there can be additional factors that block either phenomenon
in a particular language (see footnote 15 on the CSC I). (In fact, adjective LBE is blocked in affixal article languages
(Despić 2011, 2015, Talić 2015, 2017); see Despić (2011, 2015), who proposes that AP dominates NP in languages
that have definite articles, as Abney (1987) proposes (whether they are affixal or not), hence AP cannot move to the
exclusion of NP. See also chapter 5 and 6 on this.) Note also that this holds for Talić’s generalization (47) as well. In
other words, the issue here is that in all these cases we are dealing with one-way, not two-way, correlations; as a result,
the phenomena in question will not necessarily co-occur in a given language.
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after Spell-Out (completion of a phase), only the head of the phase and its edge (specifiers and

adjuncts) remain accessible for further syntactic operations, as a result of which movement out of

a complement of a phase head is blocked after Spell-Out. He also adopts the anti-locality condition

argued for in Bošković (1994), Saito and Murasugi (1999), Ishii (1999), Abels (2003), Grohmann

(2003), among others: in the formulation given in Bošković (2013a), movement has to cross at

least one full phrase, not a segment. In addition, Bošković (2013a, 2014) argues that the highest

phrase in the extended projection of a lexical head, including NP, constitutes a phase. Based on

a number of cross-linguistic generalizations like the one in (48), Bošković argues that there is a

structural difference between languages with and without definite articles where the latter lack DP.

As a result, in languages with definite articles, DP is a phase in the TNP (as the highest phrase in

the extended projection of N) whereas in languages without definite articles, NP is a phase in the

TNP. Consequently, in languages with definite articles, when an AP, which Bošković assumes is

adjoined to NP, undergoes LBE, this AP either has to violate the PIC to satisfy the anti-locality

condition if it moves directly out of DP, as in (51a), or has to violate the anti-locality condition

to obey the PIC if it moves to Spec,DP before Spell-Out since it crosses just a segment, not a full

phrase, as in (51b).

(51) a. DP

D′

D NP

AP NP
✓PIC

✗anti-locality

Spell-Out
domain

b. DP

D′

D NP

AP NP

✗PIC
✓anti-locality

Spell-Out
domain

In contrast, in languages without definite articles, the highest projection of a TNP is NP, so that the

AP undergoing LBE violates neither the PIC nor the anti-locality condition, as shown in (51).
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(52) NP

AP NP✓PIC
✓anti-locality

Talić (2015, 2017) extends this idea to adverbial LBE. She proposes the following condition re-

garding a functional layer above a lexical projection:

(53) Structural Parallelism (Talić 2015, 2017)

a. If a language allows bare lexical structure without a functional layer in the domain of

one lexical category, it may allow bare lexical structure in the domain of other lexical

categories (e.g., a language can have both bare NP and bare AP).

b. If a language never allows bare lexical structure, that is, it always requires a functional

layer in the domain of one lexical category, it must have a functional layer in the domain

of all lexical categories (e.g., such a language will never have bare NP or bare AP).

According to (53a), given that languages without definite articles may lack DP above NP, those

languages may also lack a functional projection above AP. Thus, in languages like BCS, adverb

LBE out of a predicative TAP is possible on a par with LBE out of a TNP, as in (54), the underlying

assumption being that the adverb in question is AP-adjoined.

(54) AP

AdvP AP✓PIC
✓anti-locality

On the other hand, as (53b) states, languages with non-affixal definite articles always have a func-

tional projection above NP or AP. This means that as in the NP domain, there must be a functional

projection above AP, as a result of which adverb LBE out of a predicative TAP is not allowed, just

like LBE out of a TNP is not, as illustrated in (55).
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(55) a. FadjP

Fadj
′

Fadj AP

AdvP AP
✓PIC

✗anti-locality

Spell-Out
domain

b. FadjP

Fadj
′

Fadj AP

AdvP AP

✗PIC
✓anti-locality

Spell-Out
domain

What about affixal-article languages? The data regarding adverbial LBE indicate that affixal

article languages may lack a functional layer above a TAP, since these languages pattern with

article-less languages in the relevant respect. We may then expect to find similarities between af-

fixal article languages and article-less languages in the nominal domain that would indicate that

TNPs in affixal article languages may lack a DP layer (when the article is not present). Talić (2015,

2017) in fact argues that this is indeed the case. More specifically, she shows that in affixal article

languages a definite article is not required when a definite article is not semantically motivated:

that is, when definiteness/uniqueness is encoded in something other than the definite article. One

such case is superlatives, whose uniqueness is standardly assumed to be encoded by the superla-

tive morpheme (-est in English). Thus, unlike in English (56), the definite article is optional in

Bulgarian as in (57).

(56) Ivan has *(the) best albums by U2.

(57) Bulgarian

a. Ivan

Ivan

ima

has

naj-dobri-te

SPRL-good-the

albumi

albums

ot

by

U2.

U2

b. Ivan

Ivan

ima

has

naj-dobri

SPRL-good

albumi

albums

ot

by

U2.

U2

(Pancheva and Tomaszewicz 2012:295-296)‘Ivan has the best albums by U2.’

There is also a difference in terms of interpretation of superlatives. Pancheva and Tomaszewicz
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(2012) observe that English (56) only has the interpretation (59a), whereas Polish (58) allows both

(59a) and (59b). They note that Czech, BCS, and Slovenian pattern with Polish in this respect.

(58) Polish

Iwan

Ivan

ma

has

naj-lepsze

SPRL-better.ACC

albumy

albums.ACC

U2.

by

(Pancheva and Tomaszewicz 2012:295)‘Ivan has the best albums by U2.’

(59) a. ‘Ivan has better albums by U2 than anyone else does.’

b. ‘Ivan has better albums by U2 than by any other band.’

Crucially, they also observe that Bulgarian superlatives without a definite article as in (57b) have

both the reading (59a) and the reading (59b). Shen (2014) in fact argues that the DP layer is absent

in Bulgarian when the definite article is absent, which supports Talić’ idea that when a language

allows a bare AP, it also allows a bare NP (and vice versa).

In addition, definite articles in affixal article languages can be omitted in an environment where

a prototypical interpretation of a definite article is absent (so-called weak definites; see Aguilar-

Guevara 2014 and Scholten 2010). Thus, in (59)-(61), a definite article is omitted even though it is

obligatory in English.

(60) Icelandic

a. Hún

she

fór

went

til

to

tannlæknis.

dentist

‘She went to the dentist.’

b. Ég

I

tók

took

rútu

bus

í

in

skóla-nn.

school-the

‘I took the bus to school all my life.’
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c. Hann

he

fór

went

út

out

í

in

búð.

store

(Talić 2015:432)‘He went to the store.’

(61) Bulgarian

a. (Toj)

(he)

slusha

listens

radio.

radio

‘He is listening to the radio.’

b. (Tja)

(she)

otide

went

na

to

z@bolekar.

dentist

‘She went to the dentist’

c. Cjal

whole

jivot

life

p@tuvah

travelled

s

with

avtobus.

bus

(Talić 2015:432)‘I travelled with the bus all of my life.’

(62) Romanian

S-a

REFL-has

dus

went

la

to

pravalie.

store.INDEF

(Talić 2015:432)‘He went to the store.’

Talić (2015, 2017) takes this as another piece of evidence that the DP layer can be absent in TNPs

of affixal article languages.13

To summarize so far, we have seen that both violations of the CSC I and adverb LBE from pred-

icative TAPs may be allowed only in languages without definite articles and languages with affixal

definite articles. I have then discussed Talić’s (2015, 2017) phase-based proposal regarding adverb

13. See footnote 12 for an analysis of why LBE out of TNPs is disallowed in affixal article languages. See also Despić
(2015) for a similarity between article-less languages and affixal article languages regarding reflexive possessives,
which was briefly mentioned in chapter 1 and will be discussed in chapter 5; his analysis also appeals to the affixal
nature of D in the latter type of languages.
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LBE which is tied to the Structural Parallelism hypothesis, according to which languages that lack

the functional layer in a lexical projection (e.g., NP) may lack it in another lexical projection (e.g.,

AP). I now turn to the deduction of the generalization in (35).

2.3.3 Deduction of the generalization (35): The Structural Parallelism in the

Conjunction Phrase

The discussion in section 2.3.2 immediately raises a question regarding CSC I: given that adverb

LBE and CSC I violations are both (in principle) allowed in both article-less and affixal article

languages, can we explain CSC I violations in line with Talić’s (2015, 2017) approach to adverb

LBE? In this subsection, I propose a phase-based account of the cross-linguistic variation regarding

CSC I violations by extending Talić’s Structural Parallelism hypothesis to the coordinate structure.

First, I propose, following Chino and Hiraiwa (2014), Kayne (1994), and Zwart (2005, 2009),

that ConjP is universally head-initial, even if the language is otherwise head-final (see especially

Zwart 2005, 2009 for a cross-linguistic survey). In addition, I propose, following Kayne (1994)

and Stjepanović (2014), that the first conjunct is left-adjoined to ConjP. Thus, the structure of a

coordinate structure is (63).

(63) ConjP

XP ConjP

Conj YP

The proposal that conjuncts are left-adjoined can capture some parallelisms between LBE and CSC

I violations, on the assumption that adjectives and adverbs are adjoined to NPs and APs respec-

tively (Bošković 2013a, Talić 2015, 2017). First, Stjepanović (2014), who discusses SC, observes

that LBE and CSC I violations are allowed and disallowed in the same syntactic environments in

SC. Thus, both LBE and CSC I violations are disallowed from a genitive complement of a noun

(64) and from a complement of a noun modified by a quantifier (65).
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(64) a. * (LBE)Čijei

whose

je

is

on

he

[djecu

kid.ACC

[NP ti prijateljice]]

friend.ACC

vidio?

seen

‘The kids of whose friend did he see?’

b. * (CSC I violation)Marijei

Mariha.GEN

je

is

on

he

[djecu

kid.ACC

[ConjP ti i

and

Petra]]

Petar.GEN

video.

seen

(Stjepanović 2014:162)‘He saw [Marija and Peter]’s kids.’

(65) a. * (LBE)Čijei

whose

je

is

on

he

upoznao

met

[mnogo

many

djece

kids

[ti majke]]?

mother

‘Whose mother did he meet many kids of?’

b. * (CSC I violation)Marijei

Marija.GEN

je

is

on

he

upoznao

met

[mnogo

many

djece

djece

[ti i

and

Petra]].

Petar.GEN

(Stjepanović 2014:162)‘He met many Marija and Peter’s kids.’

On the other hand, LBE and CSC I violations are both allowed from an inherently case-marked

complement of a noun (65) and from an adjunct (66).

(66) a. (LBE)Kakvomi

what.kind.GEN

ga

him

je

is

prijetnja

threat

[ti smrću]

death.INSTR

uplašila?

scared

‘The threat of what kind of death scared him?’

b. (CSC I violation)Zatvorom

prison.INSTR

ga

him

je

is

prijetnja

threat

[ti i

and

ubistvom]

murder.INSTR

uplašila.

scared

(Stjepanović 2014:162)‘The threat of prison and murder scared him.’
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(67) a. (LBE)[Zbog

because.of

čijih]i

whose

je

is

on

he

to

that

[ti studenata]

students

uradio?

done

‘Because of whose students did he do it?’

b. (CSC I violation)[Zbog

because.of

mene]i

me

je

is

on

he

to

that

[ti i

and

njih]

them

uradio.

done

(Stjepanović 2014:162)‘He did it because of me and them.’

Stjepanović (2014) therefore claims that LBE and CSC I violations are essentially the same phe-

nomena.

The second argument for the similarity between LBE and CSC I violations comes from recon-

struction effects in Japanese scrambling. Recall from section 2 that Japanese allows violations of

the CSC I. In addition, Takahashi and Funakoshi (2013) and Shiobara (2017) show that LBE in

Japanese is possible (but rather restricted). Crucially, Arano and Oda (2019) show that neither LBE

nor movements that involve CSC I violations which do not cross a clause boundary affect scope

and binding, even though clause internal scrambling (i.e., scrambling that does not cross a clause

boundary) can otherwise affect scope and binding. It is well-known that Japanese is a scope-rigid

language, as exemplified by (68a), (68c), and (68e).14 As shown in (68b), when a scope bearer

(‘everyone’) undergoes clause-internal scrambling and crosses another scope bearer (‘someone’),

the scrambled element can take wide scope over the other scope bearer. However, when the same

scope bearer (‘everyone’) undergoes LBE within a single clause, it cannot take scope over the other

scope bearer, as shown in (68d). Crucially, when the first conjunct is scrambled clause-internally,

it does not affect scope either, just like LBE, as shown in (68f).

14. It should be noted that minna-e-no ‘to-everyone’ in (68c) is not a complement of tegami ‘letter’ but a modifier
adjoined to the NP, unlike its English counterpart; see Takahashi and Funakoshi (2013).
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(68) Scope (taken from Arano and Oda 2019)

a. Dareka-ga

someone-NOM

minna-e

everyone-to

tegami-o

letter-ACC

kaita.

wrote

(∃ > ∀; *∀ > ∃)‘Someone wrote a letter to everyone.’

b. (scrambling)Minna-ei

everyone-to

dareka-ga

someone-NOM

ti tegami-o

letter-ACC

kaita.

wrote

(∃ > ∀; ∀ > ∃)‘To everyone, someone wrote a letter.’

c. Dareka-ga

someone-NOM

[NP minna-e-no

everyone-to-GEN

[NP tegami]]-o

letter-ACC

kaita.

wrote

(∃ > ∀; *∀ > ∃)‘Someone wrote [[a letter] to everyone].’

d. ? (LBE)Minna-e-noi

everyone-to-GEN

dareka-ga

someone-NOM

[NP ti [NP tegami]]-o

letter-ACC

kaita.

wrote

(∃ > ∀; ∀ > ∃)‘[To everyone]i someone wrote [[a letter] ti].’

e. Dareka-ga

someone-NOM

[ConjP san-bon-izyoo-no

three-CL-more.than-GEN

ronbun-to

paper-and

hon]-o

book-ACC

yonda.

read

‘Someone read [[more than three papers] and books].’

(∃ > more than 3; *more than 3 > ∃)

f. ? [San-bon-izyoo-no

three-CL-more.than-GEN

ronbun-to]i

paper-and

dareka-ga

someone-NOM

[ConjP ti hon]-o

book-ACC

yonda.

read

(CSC I violation)lit.‘[More than three papers and]i someone read [ti books].’

(∃ > more than 3; more than 3 > ∃)

Binding tests show the same pattern as scope. (69a), (69c), and (69e) are cases where the anaphor

‘each other’ is not c-commanded by its antecedent. When the antecedent undergoes clause-internal

scrambling, it can bind the anaphor, as in (69b). However, when the antecedent undergoes LBE

within a clause, it does not bind the anaphor, as shown in (69d). The same result is observed with

extraction of the first conjunct as in (69f).
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(69) Binding (adapted from Arano and Oda 2019)

a. *[Otagaii-no

each.other-GEN

sensei]-ga

teacher-NOM

[John-to

John-and

Mary]i-o

Mary-ACC

hihanshita.

criticized

‘Each other’s teachers criticized John and Mary.’

b. (scrambling)[John-to

John-and

Mary]i-o

Mary-ACC

[otagaii-no

each.other-GEN

sensei]-ga

teacher-NOM

ti hihanshita.

criticized

‘[John and Mary]i, each other’s teachers criticized ti.’

c. *Otagaii-ga

each.other-NOM

[NP [John-to

John-and

Mary]i-no

Mary-GEN

[NP tegami]]-o

letter-ACC

yonda.

read

‘Each other read John and Mary’s letter.’

d. * (LBE)[John-to

John-and

Mary]i-no1

Mary-GEN

otagaii-ga

each.other-NOM

[NP t1 [NP tegami]]-o

letter-ACC

yonda.

read

‘[John and Mary’s]i each other read [ti letter].’

e. *Otagaii-ga

each.other-NOM

[ConjP karerai-to

they-and

John]-o

John-ACC

hihanshita.

criticized

‘Each other criticized them and John.’

f. * (CSC I violation)Karerai-to1

they-and

otagaii-ga

each.other-nom

[ConjP t1 John]-o

John-ACC

hihanshita.

criticized

lit.‘[Them-and]1, each other criticized [t1 John].’

The observations regarding scope and binding thus show that LBE and CSC I violations are similar

to each other, which can be interpreted as indicating that a conjunct is adjoined to ConjP just like

an adjective and an adverb are adjoined to NP and AP, respectively, which gives us a similar

configuration in all these cases.

Now, the proposed structure (63) can explain the CSC I violation cases. I assume that ConjP

projects a phasal domain (see also Bošković in press and Stjepanović 2014). Following Bošković’s
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(2013a, 2014) contextual phasehood approach, the highest phrase in the conjunction domain is

then the phase. In article-less languages, ConjP is the phase, so that the initial conjunct, which is

left-adjoined to the edge of ConjP, can move out of ConjP after Spell-Out without violating the

PIC or the anti-locality condition, on a par with adjective LBE out of TNPs and adverb LBE out of

TAPs. This is illustrated in (69).15

(70) ConjP

XP ConjP

Conj YP

✓PIC
✓anti-locality

Spell-Out domain

This analysis predicts that the second conjunct cannot move out of a coordinate structure. When

the second conjunct (YP) is extracted, it either has to violate the PIC to satisfy the anti-locality

condition if it moves directly out of ConjP, or has to violate the anti-locality condition to obey the

PIC if it moves to the edge of ConjP before Spell-Out since it would cross just a segment, not a

full phrase. This prediction is borne out, as shown in (70).16

(71) Japanese

*Toodai-nii

Tokyo.University-and

kanojo-wa

she-TOP

[Kyoodai-to

Kyoto.University-and

ti] akogareteiru.

admire

(Oda 2017)‘She admires Kyoto University and Tokyo University.’

Turning to non-affixal article languages, I propose that Talić’s (2015, 2017) Structural Par-

allelism is extended to ConjP; more specifically, just like these languages require a functional

projection above NP and AP, they also require a functional projection above ConjP, which I call

FconjP.17 Given that the highest phrase of an extended projection is a phase (Bošković 2014), it

15. Recall that like (47) and (36), (35) is a one-way generalization. It does not mean that all languages without
definite articles will allow CSC I violations. In fact, Slovenian and Tamil, which lack definite articles, disallow CSC I
violations. It then seems that there is an additional factor concerning CSC I violations. For what this additional factor
may be, see Stjepanović (2014) and Oda (2017).
16. The same holds for SC; see Stjepanović (2014). We will, however, see below that an additional problem arises
with extraction of lower conjuncts.
17. A candidate for the realization of the head of FconjP may be ‘both’. See below for discussion.

49



follows that this FconjP is a phase instead of ConjP in non-affixal article languages.

At this point, one might wonder if it is appropriate to extend the Structural Parallelism, which is

originally stated to apply to lexical projections, to ConjP, which seems to be a functional projection

rather than a lexical projection. It is standardly assumed that ConjP “inherits” certain properties

of the conjuncts. I thus assume that ConjP “inherits” the nature of lexical projections from its

conjuncts, so that ConjP can be considered as a sort of a lexical projection. The intuition behind

this idea is that when NPs, APs, or VPs are conjoined, the whole coordinate structure also functions

as NP, AP, or VP, respectively. In fact, Zoerner (1995) argues that ConjP lacks inherent categorial

features such as [±V] and [±N], and inherits the relevant feature specifications of its conjunct (see

also Biberauer et al. (2014) for a similar idea from a viewpoint of word order restrictions). Thus,

based on Zoerner (1995), I suggest that ConjP has an unspecified/unvalued categorial feature,

whose value is determined by “feature-sharing” (Pesetsky and Torrego 2007, Bošković 2011a;

Chomsky 2013) with its conjuncts. (It should be added here that ConjP does not end up being NP,

VP, etc. after the feature sharing, but remains as ConjP with its categorial feature specified (e.g.,

ConjP[+N], ConjP[+V]).) Under this proposal, ConjP can be considered as an unspecified lexical

category that takes over categorial status of conjuncts, as a result of which the application of the

Structural Parallelism would not go beyond the scope of Talić’s original statement.18

Notice now that this FconjP structure correctly excludes extraction of the first conjunct in non-

affixal article languages. More specifically, when the first conjunct moves out of a coordinate

structure, this movement has to violate either the PIC or the anti-locality condition in the same

way as LBE. If the first conjunct moves to Spec,FconjP not to violate the PIC, it violates the anti-

locality condition since XP crosses a segment and not a full category (72a). If it moves to a higher

projection than FconjP to obey the anti-locality condition, it violates the PIC (72b). Thus, the first

conjunct cannot move out of the coordinate structure.

18. Another possibility is that the Structural Parallelism is not limited to lexical projections but can be extended
to functional projections (under the assumption that ConjP is a functional projection). It is worth mentioning here
that Bošković (2012) suggests that article-less languages may also lack TP in the clausal spine as the counterpart of
lacking DP in the TNP (see also Kang 2014 and Todorović 2016), which is essentially Structural Parallelism holding
for functional projections.
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(72) a. FconjP

Fconj′

Fconj ConjP

XP ConjP

Conj YP

✓PIC
*anti-locality

Spell-Out
domain

b. FconjP

Fconj′

Fconj ConjP

XP ConjP

Conj YP

*PIC
✓anti-locality

Spell-Out
domain

As for the second conjunct, I suggest that the movement of the second conjunct is blocked by

Rizzi’s (1990, 2004) Relativized Minimality, i.e., we are dealing here with another intervention

effect. Following Bošković (2020b) and Johnson (2002), I assume that the first conjunct induces an

intervention effect for extraction of the second conjunct. To implement this suggestion, I assume

that each conjunct has a coordination feature which is necessary to participate in coordination,

and thus this feature induces a Relativized Minimality violation when the second conjunct moves

across the first conjunct, although the precise technicality has to be worked out in future research.19

Let us now turn to affixal article languages. Recall that affixal article languages allow CSC I

violations, just like article-less languages. This can be naturally explained by the current proposal.

The Structural Parallelism allows languages that have a bare lexical structure in one domain to

have a bare structure in another domain. When this is extended to ConjP, it follows that ConjP

may lack FconjP in affixal article languages, since these languages lack a functional projection

above TAPs, which allows adverb LBE out of predicative TAPs. Thus, the coordinate structure in

these languages has the same structure as in article-less languages, and hence a CSC I violation is

allowed both in affixal article languages and article-less languages.

Notice that this analysis does not exclude the possibility that affixal article languages that allow

CSC I violations may have FconjP in some circumstances. As mentioned in footnote 17, ‘both’

can be a candidate for realization of Fconj0. In fact, in Swedish and Icelandic, when ‘both’ appears

in the coordinate structure, extraction of the first conjunct is disallowed, as shown in (i). This can

be interpreted as evidence for the suggestion that ‘both’ is Fconj0, which blocks CSC I violations.

19. Actually, this analysis also extends to languages that lack FconjP.
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(73) a. *Péturi

(Icelandic: Gísli Rúnar Harðarson, p.c.)Peter

sá

saw

ég

I

bæði

both

[ti og

and

Maríu].

Mary

b. *[kalle Jularbo]i

K.J.

hörde

heard

jag

I

både

both

[ti och

and

hans

his

gamla

old

dragspelsorkester]

accordion.band

(Swedish: Anders Holmberg, p.c.)

The optional presence of FconjP in these languages makes sense under the current proposal which

appeals to the Structural Parallelism. Recall from section 2.3.2 that affixal article languages can

optionally have a definite article with superlatives, and when a definite article is present, only one

interpretation is possible just like in non-affixal article languages, which indicates that a functional

projection relevant for disallowing ambiguity of superlatives is present with the presence of a def-

inite article in affixal article languages. This is quite similar to the case of ‘both’ in the coordinate

structure: when ‘both’ is present, there is a functional projection relevant for blocking extraction of

the first conjunct. Thus, it is not implausible that FconjP can be present in affixal article languages

in the presence of ‘both’ as realization of Fconj0.

To conclude this section, I have shown that CSC I violations pattern with adverb LBE out of

predicative TAPs in that both are allowed in article-less and affixal article languages but not in non-

affixal article languages. I have then proposed a phase-based account of CSC I violations following

Talić’s (2015, 2017) Structural Parallelism and her account of adverb LBE out of predicative TAPs.

2.4 The CSC II and Across-the-board Movement: Bošković’s

(2020) Labeling Approach

So far, I have discussed the CSC I, one of the two locality conditions of a coordinate structure.

In this section, I discuss the other condition, the CSC II, based on Bošković’s (2020b) labeling

approach in connection to the current proposal for the CSC I.

Recall that I have argued that the traditional Coordinate Structure Constraint should be sepa-
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rated into two conditions, the CSC I and the CSC II, and that both traditional ConjP (TConjP) and

each conjunct are islands independently of each other. There are two important questions that arise

from these arguments. First, what is the nature of the CSC II? Under the current proposal, the CSC

I is deduced from independently established syntactic conditions: the PIC and the anti-locality

condition. Here one might argue that the CSC II should be treated in the same way as the CSC I,

because they are both related to islandhood of a coordinate structure (TConjP and each conjunct)

and the islandhood of TConjP (the CSC I) is deduced from the PIC. Notice, however, that there

is no principled natural connection (in the relevant respect) between TConjP and the conjuncts

apart from both being involved in a coordinate structure. Rather, it is perfectly logically possible

that the islandhood of the TConjP and that of the conjunct could come from completely different

mechanisms.

The second question concerns the so-called across-the-board (ATB) movement. It is well-

known that extraction out of a coordinate structure is possible even in non-affixal article languages

like English, when an element is extracted out of each conjunct, as exemplified by (74).

(74) Who1 did you see [[friends of t1] and [enemies of t1]]?

This is surprising given the argument in the present chapter that TConjP and the conjuncts are

islands, because who in (74) is extracted out of TConjP, the first conjunct, and the second conjunct,

which should lead to a violation of both the CSC I and the CSC II. However, the fact is that the

sentence is perfectly grammatical. This raises an issue for the current proposal.

In this context, Bošković (2020b) proposes an interesting account of the CSC II and ATB

movement. He argues that the CSC II is essentially a requirement on conjunct labeling and that

ATB movement does not violate this requirement (in contrast to extraction out of only one con-

junct). He assumes following Bošković (in press) and Oda (2017) that conjuncts are phases. This

is derived from Bošković’s (2013a, 2014) contextual phasehood approach that I have also adopted

here: whatever the category of the conjunct is (e.g., NP, AP, VP), when a Conj head merges with the

conjunct, the extended domain of the conjunct is closed, so that the highest phrase of the conjunct

becomes a phase. When a phrase undergoes successive-cyclic movement, the phrase has to move
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to the edge of phase to avoid the PIC, which in this case means that movement from a conjunct has

to proceed through the edge of the conjunct.

Before showing how this deduces CSC II, it should be noted that a question that arises here is

whether Bošković’s contextual phasehood approach to conjuncts is compatible with the proposal

regarding the application of the Structural Parallelism to ConjP suggested in section 2.3.3. Recall

from section 2.3.3 that I suggested that ConjP “inherits” the categorial status of conjuncts. The

implementation of the category inheritance suggested there is that Conj has an unvalued categorial

feature which is valued via feature-sharing with conjuncts. An immediate issue that arises here

is that if ConjP inherits categorial status of conjuncts as a lexical category, it might count as an

extended projection of the conjuncts, which would prevent the conjuncts from being phases under

Bošković’s contextual approach to phasehood. I suggest that a specific definition of extended

projections and the timing of evaluation matter here. The intuition behind the notion of extended

projections is that certain functional categories share the same categorial status with their lexical

base (e.g., DP, QP and NP as nominal elements within the TNP). Biberauer et al. (2014) in fact

propose that extended projections have the same categorial feature inherently specified such as

[+V], [-N]. Based on this proposal, I suggest that whether a phrase counts as an extended domain

of a lexical projection depends on whether the head of the phrase has the same inherently specified

categorial feature with its sister at the point of merger. If head X, which has a [+N] feature, merges

with YP, which also has a [+N] feature, XP is part of the extended domain of the nominal projection

to which YP belongs. On the other hand, if a head X merged with the YP does not have a [+N]

feature (e.g., a verb which has [+V]), the nominal domain is closed at YP and hence YP becomes

a phase under Bošković’s implementation of phasehood. Recall now that Conj does not have an

inherently specified categorial feature under the proposal in this chapter. This means that when

Conj merges with the conjuncts, it does not count as an extended projection of the conjuncts due to

the lack of an inherently specified categorial feature.20 Then, the highest projection of the conjuncts

20. The assumption that ConjP is universally head-initial even in otherwise head-final languages (Chino and Hiraiwa
2014, Kayne 1994, Zwart 2005, 2009) could be deduced from this proposal. Whether a phrase is head-final or head-
initial depends on the inherent categorial status of the phrase (see, e.g., Biberauer et al. 2014). In German, for example,
nominal projections are head-initial but verbal projections are head-final. As for conjunction, whether it is head-initial
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serves as a phase and ConjP counts as a distinct phasal domain, as proposed by Bošković, even

though ConjP later inherits the categorial status of the conjuncts. This explains the dual status of

Conj as a lexical domain under Talić’s Structural Parallelism and as a distinct phasal domain from

conjuncts (more precisely, as closing the conjunct phasal domain) under Bošković’s contextual

approach to phasehood.

Turning back to the account of the CSC II, Bošković also adopts Chomsky’s (2013) labeling

theory. In this theory, when a phrase merges with a head, the head projects, but when a phrase

merges with another phrase, either they have to undergo feature-sharing or one of them has to

move to a higher position so that the other one can project a label. Crucially, in this theory, when

successive-cyclic movement targets a phase edge, the highest node is unlabeled since two phrases

are merged together without feature sharing, as illustrated in (75). (All successive-cyclic move-

ment is treated this way in the labeling framework: lack of feature sharing creates an intermediate

structure like (75), which then forces movement.)

(75) ?

XPi YP

. . . ti. . .

In addition, Bošković assumes a version of the Coordination-of-Likes requirement (CL) (Chomsky

1957, Schachter 1977, Williams 1978, Gazdar 1981, Sag et al. 1985, Bowers 1993, Beavers and

Sag 2004, among many others), which “requires conjuncts to be parallel in their categorial status”

(Bošković 2020b:136) and which applies derivationally (i.e., when ConjP is formed). Combining

all the ingredients, the CSC II is now deduced from the CL. When movement of an element takes

place out of only one of the two conjuncts, this movement delabels the conjunct so that the con-

juncts are no longer categorially parallel, which results in a CL violation. This is why extraction

or head-final cannot be inherently specified, since the categorial status of conjunction is not inherently specified as
discussed in the text. If Kayne (1994) is interpreted as indicating that languages are universally head-initial by default,
it then follows that ConjP has to be head-initial as a default of UG in any language.
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out of a conjunct is banned under Bošković’s account.21

Let us now look at how Bošković (2020b) accounts for the CSC II and ATB movement. Con-

sider first (76), where an element is extracted from only one conjunct, violating the CSC II.

(76) *Who1 did you see [[enemies of t1] and John]?

In (76), each conjunct is built first and then enters the coordinate structure. Within the first con-

junct, who undergoes successive-cyclic movement to the edge of DP, which makes the topmost

node unlabeled. After this movement, the conjuncts enter the coordination structure, at which

point the CL is evaluated. Crucially, there is no parallelism in terms of categorial status between

the first and the second conjuncts; the former lacks a label, while the latter is DP, as illustrated in

(77).

(77) [[? who1 enemies of t1] and [DP John]]

Thus, the CL is violated, which in turn means that the CSC II is violated, and hence the sentence

is ungrammatical.

Consider next the ATB movement case (74), which is repeated as (78) here.

(78) Who1 did you see [[friends of t1] and [enemies of t1]]?

Here, successive-cyclic movement occurs in both conjuncts. More precisely, Bošković (2020b)

adopts Nunes’s (2004) sideward movement analysis of ATB, in which who undergoes successive-

cyclic movement to the edge of the second conjunct from the complement of (enemies) of, and

then merges to the complement of (friends) of ; from there who moves to the edge of the first

conjunct. It should be noted here that the copy of who at the edge of the second conjunct and the

copies of who in the first conjunct do not form a chain at this point, since they do not c-command

each other. As a result, neither the copy at the edge of the first conjunct nor the one at the edge

of the second conjunct counts as a trace (there is no higher copy that c-commands either of these

elements). What we then have here is an {XP, YP} structure at the topmost node of each conjunct

21. Bošković shows that the ban in question actually holds only for successive-cyclic movement out of conjuncts,
since only such movement has a de-labeling effect.
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without feature sharing, which makes each conjunct unlabeled. The unlabeled conjuncts then enter

the coordinate structure as in (79).

(79) [[? who1 friends of t1] and [? who1 enemies of t1]]

Since both conjuncts are unlabeled, the CL is not violated. In other words, the two conjuncts

are parallel in their categorial status in that both of them are unlabeled. Thus, under Bošković’s

approach to the CSC II, ATB movement is correctly predicted to be licit.

It should be noted here that the reason why Bošković adopts Nunes’s sideward movement is to

avoid an intervention effect. As is standardly assumed (and also assumed here), the first conjunct

is structurally higher than the second conjunct; in other words, the first conjunct asymmetrically

c-commands the second conjunct (see Munn 1993). Bošković then argues that if who were to move

out of the second conjunct without sideward movement in (79), the first conjunct would count as

an intervener, which would block extraction of who from the second conjunct. Notice, however,

that movement of an element inside the second conjunct, which itself is not a conjunct, would

not be blocked by the presence of the first conjunct under the Relativized Minimality account of

the first conjunct intervention effect adopted in section 3.3. Recall that I suggested in section 3.3

that extraction of the second conjunct over the first conjunct is blocked by Relativized Minimality

because both conjuncts have a coordination feature and that this feature induces an RM violation.

Under this proposal, the first conjunct should not block movement out of the second conjunct (it

only blocks movement of the second conjunct), since the element moving from inside the second

conjunct itself is not a conjunct and hence does not have the coordination feature that is required

to participate in coordination, which would then allow ATB movement even without Nunes’s side-

ward movement. Thus, we do not have to assume Nunes’s sideward movement to account for ATB

movement under the current proposal.

At this point, the reader may wonder whether Bošković’s proposal regarding the CSC II is

compatible with the one in this chapter regarding the CSC I. Recall that I proposed in section 3.3

that in non-affixal article languages there is FconjP above ConjP, which serves as a phase, and

that the reason why CSC I violations are not allowed in such languages is that FconjP counts

57



as a phase and when FconjP is completed, movement of the (initial) conjunct either violates the

PIC or the anti-locality condition. Given this reasoning, one might argue that my proposal would

incorrectly rule out ATB movement, because the complement of FconjP which includes the element

undergoing ATB movement would be sent to Spell-Out.

I argue that the problem can be resolved once we consider the nature of Fconj0 in detail. Re-

call that the categorial status of ConjP is dependent on each conjunct; that is, ConjP inherits the

categorial status of each conjunct by categorial feature-sharing. Given Bošković’s argument that

successive-cyclic movement to the edge of a conjunct delabels the conjunct (before it merges with

Conj0), it follows that ConjP is unlabeled in the case of ATB movement, as illustrated in (80), since

Conj0 cannot inherit relevant features from unlabeled nodes. (Note that this does not violate the

CL as discussed above.)

(80) ?

?

whoi XP

. . . ti. . .

?

Conj ?

whoi YP

. . . ti. . .

⇐ unlabeled due to each conjunct being unlabeled

first conjunct ⇒

⇐ second conjunct

Recall also that FconjP is an extended functional projection of the ConjP domain. Since extended

projections of a domain share the same categorial status with the bottom phrase of the same do-

main, it follows that FconjP has no categorial status either and hence is not labeled in the ATB

case. This is illustrated in (81).
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(81) ?

Fconj ?

?

whoi XP

. . . ti. . .

?

Conj ?

whoi YP

. . . ti. . .

⇐ unlabeled due to “ConjP” being unlabeled

first conjunct ⇒

⇐ second conjunct

The issue now is whether the unlabeled highest node in (81) counts as a phase. Bošković (2020b)

argues that unlabeled syntactic objects cannot be phases: under Chomsky’s original proposal, CP,

vP, and DP are phases, but unlabeled syntactic objects are none of these. Under the contextual

phasehood approach (e.g., Bošković 2014), the highest phrase of an extended projection is a phase,

but there is no way to determine whether the unlabeled node is the highest phase of an extended

projection or not, since no categorial information relevant for determining an ‘extended projection’

is provided. Thus, I conclude that the highest node in (81), which is supposed to be FconjP, cannot

be a phase. It then follows that ATB movement out of either conjunct is not blocked by the PIC,

and thus ATB movement is allowed under the current proposal that assumes FconjP.22

We can now also address the question regarding the nature of the CSC I and the CSC II raised at

the beginning of this section. The CSC II follows from the CL under Bošković’s (2020b) account,

which is essentially an interface condition required for interpretation, unlike the CSC I, which is

essentially a constraint within narrow syntax.23 Given this account, ATB is no longer a problem

for the view that both TConjP and each conjunct are islands. The “islandhood” of each conjunct is

now understood as the categorial parallelism requirement on conjuncts; as long as the requirement

is met, extraction out of each conjunct is allowed.

22. Notice that this movement can target a projection higher than FconjP, which obeys the anti-locality condition. The
reader should bear in mind that the current account of ATB differs from Bošković’s since it resolves the intervention
effect issue that arises under his account without the need to adopt Nunes’s (2004) sideward movement account.
23. It should be noted that the CSC II is not a purely semantic condition though, since phases and the PIC are also
involved. There is, however, no semantic component in the CSC I, in contrast to the CSC II.
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It is worth noting here that ATB movement ameliorates CSC II violations but not CSC I vio-

lations. As (82) shows, an element can be extracted out of two conjuncts at the same time, but if

two conjuncts are extracted at the same time, the sentence is ungrammatical. This contrast itself

can be taken as another argument against unifying the two parts of the traditional CSC, as argued

in section 2 of this chapter. It appears that ATB should save the CSC violations in both (82a) and

(82b) if the two parts of the traditional CSC were a single condition.

(82) a. Whati did [[Mary buy ti] and [John sell ti]]?

b. *Whati did Mary buy [ti and ti]?

The impossibility of saving (82b) in contrast to (82a) by ATB movement in fact follows from the

present proposal. Recall that extraction out of a single conjunct induces a CL violation, which

is remedied by ATB movement out of each conjunct. What ATB movement remedies here is in

fact only the CL/labeling problem that arises with CSC II violations. Extraction of conjuncts

themselves, however, cannot be saved by ATB movement, because the CSC I is a pure syntactic

locality condition and there is no CL/labeling problem involved in the first place. In other words,

there is no CL/labeling problem to begin with here, so there is nothing that ATB can remedy.

(Rather, when the second conjunct crosses the first conjunct, Relativized Minimality is violated;

we are then dealing here with a pure syntactic locality violation.)

Another case where the separation of the CSC is relevant is the temporal sequence exception

to the CSC (Ross 1967, Postal 1998, Bošković 2020b). As these authors observe, when there is a

temporal sequence between the two conjuncts, extraction out of the second conjunct is possible,

as shown in (83). However, extraction of the second conjunct itself is not allowed, even if the

two conjuncts in (83b) are interpreted as a temporal sequence. This can also be taken as evidence

against the unification of the CSC, since extraction out of a conjunct and extraction of a conjunct

should be saved by the same operation under a uniform CSC.

(83) a. Whati did you [[go to the store] and [buy ti]]?

b. *Whati did you buy [the whisky and ti]?

60



The current proposal may also enable us to capture the contrast between the CSC II and the CSC I

with respect to the (un)availability of the temporal sequence exception. Since the semantic interpre-

tation is relevant, there is room for the CSC II, as an interface condition related to interpretation,

to be affected by an interpretational difference, whereas there is none for the CSC I, which is a

pure syntactic condition (although I leave developing the technical details of the CSC II excep-

tion in this context for future research). Thus, the current proposal can be extended to explain the

(un)availability of the two exceptional cases noted above.

2.5 Conclusion

In this chapter, I have discussed the traditional CSC from a cross-linguistic perspective and showed

that the CSC I can be violated in a number of languages. In particular, I have established the gen-

eralization that the CSC I can only be violated in languages without definite articles and languages

with affixal definite articles. I have also argued based on the cross-linguistic data that the traditional

CSC has to be separated into two conditions: the CSC I, which bans extraction of a conjunct, and

the CSC II, which bans extraction out of a conjunct. This has led me to conclude that the traditional

ConjP and each conjunct are islands independently of each other. The islandhood effect associated

with extraction out of them was deduced from different mechanisms. The CSC I is essentially

a syntactic constraint that derives from the interaction of the PIC and the anti-locality constraint,

whereas the CSC II is essentially an interface condition that derives from the Coordination-of-

likes and the interaction of Spell-Out and labeling, which is required for interpretation at the C-I

interface according to Chomsky (2013). This conclusion is partially compatible with a widely dis-

cussed view in the literature that the traditional CSC is an LF condition, as mentioned in section 1

(see, e.g., Kato 2006). However, it should be noted here that this view in the literature has mainly

focused on the CSC II in the current terms, not on the CSC I, and hence did not realize the pos-

sibility that different mechanisms can be responsible for the traditional CSC effects. The present

chapter has made it possible to investigate the traditional CSC in a more fine-grained manner from
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a cross-linguistic perspective.

As noted above, the present chapter has also established the generalization regarding violations

of the CSC I. In particular, it can be violated in languages without definite articles and languages

with affixal definite articles. The generalization makes the same language cut as the possibility

of adverb LBE out of predicative TAPs, which is also allowed only in languages without definite

articles and languages with affixal definite articles. These two types of languages constitute a

natural class under Talić’s (2015, 2017) Structural Parallelism, according to which a bare structure

in one lexical domain is possible if there is a bare structure in another domain. Based on this,

a fine-grained structure of the traditional ConjP has been proposed, and the difference between

article-less and affixal article languages on the one hand and non-affixal article languages on the

other hand has been explained by the absence/presence of a functional projection above ConjP.

The discussion of the CSC I in this chapter thus provides additional evidence for Talić’s claim that

we need (at least) three-way distinction of NP/DP languages.
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Chapter 3

Typology of Indefinite Pronouns and Syntax

of Wh-questions

3.1 Introduction

In this chapter, I discuss typology of indefinite pronouns, which was originally investigated in

detail in the literature on non-generative typology. In particular, I discuss it from the perspective

of the NP/DP languages distinction, by paying a close attention to the morphological compositions

of indefinite pronouns.

In his seminal work, Haspelmath (1997) conducts a large-scale cross-linguistic survey of in-

definite pronouns, and shows that languages can be classified into two major groups with respect

to the morphological make-up of indefinite pronouns: in one, indefinite pronouns are derived from

a generic noun, such as something in English, which is composed of the quantificational element

some and the generic noun thing. In the other group, indefinite pronouns are derived from inter-

rogative pronouns (the term derive should be taken “non-technically” here), as shown by Mandarin

Chinese (1), where the interrogative pronoun shenme is used to express the interpretation of ‘some-

thing’.
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(1) Ta

he

yiwei

think

wo

I

xihuan

like

shenme.

what

(Li 1992:125)‘He thinks I like something.’

Haspelmath calls the former generic-noun-based indefinite pronouns, and the latter interrogative-

based indefinite pronouns. Haspelmath also raises the question whether there is a typological

correlation between the type of indefinite pronouns and other properties of relevant languages, but

he leaves it open.1

In this chapter, I show that the availability of a certain type of indefinite pronouns actually cor-

relates with Talić’s (2015, 2017) three-way distinction of NP/DP-languages, similarly to the one

regarding the Coordinate Structure Constraint discussed in chapter 2. As a point of departure, I ar-

gue that the term “interrogative-based” pronoun actually does not reflect the nature of the relevant

indefinite pronouns correctly. The term is misleading in that it presupposes that the interrogative

form is the primitive, i.e., basic form, of the pronouns in question. However, it will be shown

that the interrogative form is actually not the primitive, and the pronouns in question should be

considered as indeterminate pronouns in Kuroda’s (1965) sense. In addition, based on their mor-

phological composition, I propose that indeterminate pronouns should be further classified into

two types: compositional indeterminate pronouns, which require a quantificational affix/particle

for indefinite use, and bare indeterminate pronouns, which can be used as indefinite pronouns

with no such particle/affix. I then establish a novel cross-linguistic generalization regarding com-

positional indeterminate pronouns in the spirit of Talić’s (2015, 2017) three-way distinction of

NP/DP-languages; namely, this type of indeterminate pronouns are allowed only in languages that

have affixal definite articles or lack definite articles. This generalization is also deduced from (a

revised version of) Saito’s (2017) analysis of indeterminate pronouns in Japanese and Chinese and

1. Haspelmath attempts to associate the above division of indefinite pronouns with some other properties of the
languages in the two groups (Haspelmath 1997:ch.9). He first hypothesizes that the word order in VP (or head-
directionality more generally) could be relevant; in a small scale analysis of languages from Europe, he finds weak
correlations between the head-initial order and generic-noun-based indefinite pronouns and between the head-final
order and interrogative-based indefinite pronouns. However, after examining more languages, he concludes that there
is no correlation between head-directionality and the type of indefinite pronouns.
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the presence/absence of DP a lá Talić (2015, 2017).

I also discuss the typology of wh-questions, which has been one of the most widely discussed

topics in the generative linguistics. Cheng (1991) proposed the Clausal Typing Hypothesis, in

which the presence/absence of a Q-particle correlates with the absence/presence of wh-fronting.

However, Bruening (2007) shows, based on a broader typological survey, that the Clausal Typing

Hypothesis is problematic. It has, then, remained an open issue what properties correlate with

the syntax of wh-questions. In this chapter, it is shown that the deduction of the new generaliza-

tion regarding indeterminate pronouns offered in this chapter also sheds new light on this issue.

Specifically, it allows us to treat multiple-wh-fronting in languages like Slavic and wh-in-situ of

the Japanese type in a uniform manner. It is also argued that the proposed analysis of indeterminate

pronouns can account for various types of wh-in-situ observed in the literature by accommodating

previous works. Thus, the proposed account of indeterminate pronouns enables us to take a fresh

perspective on the investigation of the typology of the syntax of wh-questions.

The chapter is organized as follows. In section 3.2, I argue that the term “interrogative-based”

indefinite pronoun should be replaced with Kuroda’s (1965) indeterminate pronoun and that we

need to classify indeterminate pronouns into two types. In section 3.2.1, I propose to separate

the pronouns in question into two types, defining compositional indeterminate pronouns and bare

indeterminate pronouns based on their morphological make-up. In sections 3.2.2 and 3.2.3, I

show that these two types of indefinite pronouns also exhibit semantic and syntactic differences,

which further supports the proposed classification. In section 3.2.4, it is argued that the semantic

difference can be captured by examining the role of a morpheme used in one of the two types

of indefinite pronouns in question, and that the syntactic differences can be best explained by

Saito’s (2017) Agree-based analysis of the syntax of wh-questions in Japanese and Chinese. In

section 3.3.1, I establish a novel cross-linguistic generalization regarding compositional indefinite

pronouns. In section 3.3.2, I offer a deduction of the generalization based on a modification of

Saito’s analysis discussed in section 3.2 and Talić’s treatment of the NP/DP-language distinction.

In section 3.4, I discuss consequences and extensions of the proposed analysis to certain domains
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of the syntax of wh-questions. After reviewing the literature on the typology of wh-questions

in section 3.4.1, it is shown in section 3.4.2 that under the proposed analysis multiple wh-fronting

languages and wh-in-situ languages of the Japanese type can receive a unified treatment despite the

difference with respect to the surface placement of “interrogative pronouns”, which distinguishes

them from single wh-fronting languages such as English. In section 3.4.3, I also argue that cross-

linguistic variation in the exact syntax of wh-in-situ can be captured by the proposed analysis of

indeterminate pronouns, by integrating previous accounts of wh-in-situ in the literature. Section

3.5 concludes the chapter.

3.2 Bare vs. compositional indeterminate pronouns

In this section, I argue that “interrogative-based indefinite pronouns” in Haspelmath’s (1997) termi-

nology need to be reconsidered from a perspective of morphology, syntax, and semantics. Specifi-

cally, I claim, building on Kuroda (1965), that the term “interrogative-based” should be dispensed

with and the pronouns in question should rather be considered true indeterminate pronouns. In

addition, I show that indeterminate pronouns should further be separated into two sub-classes from

the viewpoint of morphology, and then demonstrate that these two types also exhibit semantic and

syntactic differences. I then offer a formal account of the distinction in question based on Saito’s

(2017) Agree-based analysis of Japanese indeterminate pronouns.

3.2.1 Morphological difference and new terminology

Haspelmath (1997) observes that there are actually two ways to derive “interrogative-based” in-

definite pronouns. In one, “interrogative pronouns” and “indefinite pronouns” are morphologically

identical; e.g., Chinese shenme, which can mean ‘what’ or ‘something’, depending on the syntactic

context. When it occurs in a non-interrogative environment, shenme means ‘something’, while it

means ‘what’ when it occurs in an interrogative environment, as shown in (2).
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(2) a. Ta

he

yiwei

think

wo

I

xihuan

like

shenme.

what

‘He thinks I like something.’

b. Ta

he

yiwei

think

wo

I

xihuan

like

shenme?

what

(Li 1992:125)‘What does he think I like?’

In the other way of deriving relevant pronouns, “interrogative pronouns” require a quantificational

particle/affix to compose into indefinite pronouns. A representative is Japanese nani, which re-

quires the particle ka to be attached to it in order to have the interpretation of ‘something’, as

illustrated in (3a). In an interrogative environment where nani is supposed to be interpreted as

‘what’, no particle is added to it, as seen in (3b).

(3) a. Kare-wa

he-TOP

watashi-ga

I-NOM

nani-*(ka)-ga

what-KA-NOM

sukida

like

to

C

omotteiru.

think

‘He thinks I like something.’

b. Kare-wa

he-TOP

watashi-ga

I-NOM

nani-(*ka)-ga

what-KA-NOM

sukida

like

to

C

omotteiru

think

no?

Q

‘What does he think I like?’

From this perspective, the term “interrogative-based indefinite pronoun” is quite misleading.

As noted above, Chinese shenme is interpreted as an interrogative pronoun (meaning ‘what’) in

an interrogative force context, but as an existential indefinite pronoun (meaning ‘something’) in a

non-interrogative force context (and with no dedicated particle for this usage). Likewise, Japanese

nani is interpreted as an interrogative pronoun (meaning ‘what’) with interrogative force, but as an

existential indefinite pronoun with the particle ka. Thus, the interpretation of the relevant pronouns

depends on the morpho-syntactic environment in which they occur. This means that those pronouns

do not have an inherent quantificational force, and hence the “interrogative form” is not a primitive
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form of the pronouns under discussion. If they were inherently interrogative, the interrogative

interpretation would need to be “canceled” somehow in the indefinite usages, and it is unclear how

this could be technically implemented.

Actually, this point was already noticed and discussed in the generative literature, as early as

Kuroda (1965). Kuroda (1965) calls the relevant pronouns in Japanese indeterminate pronouns.2

In particular, Kuroda (1965:101) states that “[i]t can be said that the role of the indeterminate

pronouns [is] very much like that of yet unbounded logical variables”, expressing the intuition

that the interpretation of the pronouns in question is dependent on the morpho-syntactic context

in which they occur. The idea that those “interrogative pronouns” in languages like Chinese and

Japanese are not inherently interrogative but are actually indeterminate pronouns in Kuroda’s sense

has been discussed a great deal and elaborated on in the formal linguistic literature (e.g., Huang

1982, Nishigauchi 1990, Cheng 1991, Shimoyama 2006, among many others). Thus, I conclude

that we should dispense with the term “interrogative-based” indefinite pronoun, and redefine the

relevant pronouns in such a way that the above observations are correctly reflected.

It should be immediately added here that Kuroda’s indeterminate pronouns are not sufficient to

define the pronouns in question, either. Recall that Chinese indeterminate pronouns do not require

any quantificational particle/affix for the indefinite pronominal usage, unlike those in Japanese,

which require a quantificational particle/affix. I takes this as indicating that indeterminate pronouns

should further be separated into two types. Specifically, I define the Chinese-type indeterminate

pronouns as in (4) and the Japanese-type indeterminate pronouns as in (5).

(4) DEFINITION 1: A bare indeterminate pronoun is a pronoun whose interrogative and indefinite

usages have the same form.

(5) DEFINITION 2: A compositional indeterminate pronoun is a pronoun which functions as an

interrogative pronoun in the context with interrogative force or as an indefinite pronoun when

a specific quantificational particle/affix is added to it.

2. Kuroda in fact takes insights on this from the traditional Japanese grammar, where the pronouns in question are
called futeigo ‘indeterminate words’.
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Hereafter the terminology such as “interrogative pronoun” and “wh-phrase” that is used in the

relevant literature will be adapted to the above terms, and in example sentences I gloss bare and

compositional indeterminate pronouns with English interrogative pronouns such as ‘who’, ‘what’,

etc., only for presentational purposes. It should be kept in mind that neither type of indeterminate

pronouns inherently has the interrogative interpretation by themselves.

Below I argue that the distinction between the two types of indeterminate pronouns is also

required from semantic and syntactic perspectives. I then offer a formal analysis of the distinction

in question.

3.2.2 Semantic difference

Haspelmath (1997) and Bruening (2007) observe a semantic difference between bare indeterminate

pronouns and compositional indeterminate pronouns that holds cross-linguistically. Specifically,

Haspelmath notes that bare indeterminate pronouns can only be interpreted as non-specific and

cannot occur in environments where the specific reading is forced. In Bruening’s terms, when used

as existential indefinites, bare indeterminate pronouns cannot take wide scope and are typically in-

terpreted as non-specific, whereas compositional indeterminate pronouns can take wide or narrow

scope.3 For instance, Li (1992:127) shows that shenme in Chinese cannot take scope over negation,

as seen in (6). Bruening points out that the same holds in Passamaquoddy, as seen in (7).

(6) Ta

he

bu

NEG

xihuan

like

shenme.

what

‘He doesn’t like anything.’ (ok ¬ > ∃ / * ∃ > ¬)

3. To be more precise, Bruening states that bare indeterminate pronouns cannot take the widest scope. Thus, when
there are three scope possibilities, only the intermediate and the narrowest are possible. I put aside this detail here,
because what is important for our current purpose is that bare indeterminate pronouns and compositional indeterminate
pronouns behave differently in the same environment.
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(7) Ma=te

NEG=EMPH

wen

who

’-kisi-tomh-a-wiy-il

3-PERF-beat-DIR-NEG-OBV

Piyel-ol.

Piyel-OBV

(Bruening 2007:161)‘No one beat Piyel.’ (*‘There is someone who didn’t beat Piyel.’)

In contrast, Nishigauchi (1990:121) observes that the compositional indeterminate pronoun dare

in Japanese can have a specific or non-specific interpretation in (8).

(8) Dare-ka-kara

who-KA-from

henna

strange

tegami-ga

letter-NOM

todoita.

arrived

‘A strange letter arrived from somebody.’

In addition, when a compositional indeterminate pronoun is used with sentential negation, just as

in Chinese (6) and Passamaquoddy (7), it is strongly preferred that it takes scope over negation, as

illustrated in Japanese (9).

(9) John-wa

John-TOP

dare-ka-o

who-KA-ACC

sasowanakatta.

didn’t.invite

‘There is somebody who John didn’t invite.’

Thus, bare indeterminate pronouns and compositional indeterminate pronouns behave differently

with respect to specificity/scope.

I suggest that this difference can be attributed to the morphological make-up of these two

types of indeterminate pronouns. Reinhart (1997), Winter (1997), Chung and Ladusaw (2004),

López (2012), among others, propose that the specific/wide-scope reading of indefinites obtains by

means of choice functions. Interestingly, Hagstrom (1998), Cable (2007, 2010), Yatsushiro (2009),

among others, propose that ka in Japanese, which is combined with a compositional indeterminate

pronoun to compose an existential indefinite pronoun as in (9), is a variable over choice functions

(see Cable 2007, 2010 for application of this analysis to Tlingit and Sinhala). Extending this to

compositional indeterminate pronouns in general, I suggest that compositional indeterminate pro-

nouns can have the specific reading, or take wide scope, for the existential indefinite usage because
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of the presence of the quantificational particle/affix that serves as a choice function variable.4 On

the other hand, bare indeterminate pronouns cannot do so due to the lack of a quantificational par-

ticle/affix for the existential indefinite usage. Thus, the difference in semantics between the two

types of indeterminate pronouns follows from the morphological difference and the function of the

relevant quantificational particles/affixes.

3.2.3 Syntactic difference

Another important difference between bare and compositional indeterminate pronouns concerns

the syntax of interrogatives, in particular sensitivity to wh-islands. It has been observed in the

literature on Japanese that compositional indeterminate pronouns are “unselectively bound” by a

licensor such as interrogative C and a quantificational particle, in the sense that multiple indetermi-

nate pronouns can be associated with one licensor. In (10a), the two compositional indeterminate

pronouns, dare and doko, are interpreted as question words under the scope of the question parti-

cle ka. The same holds in the case of universal quantification; in (10b), the same compositional

indeterminate pronouns are associated with the additive particle mo and receive the universal quan-

tificational interpretation.

(10) a. Watashi-wa

I-TOP

[dare-ga

who-NOM

doko-ni

where-to

itta

went

ka]

Q

shiranai.

not.know

‘I don’t know who went where.’

b. Watashi-wa

I-TOP

[dare-ga

who-NOM

doko-ni

where-to

itte

go.INF

mo]

also

kamawanai.

not.care

‘I don’t care no matter who goes where.’

Nishigauchi (1990) argues, building on Kuroda (1965), that compositional indeterminate pronouns

in Japanese are variables that lack quantificational force on their own; they are unselectively bound

4. For the non-specific interpretation (or narrow scope) of compositional indeterminate pronouns, I follow Reinhart
(1997), Winter (1997), Chung and Ladusaw (2004) in assuming that existential closure for choice functions can apply
at any point in the semantic composition, so that the existential quantifier can take scope under another scope bearer.
I refer the reader to the above references for technical details.
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by their licensors. At the same time, Nishigauchi (1990) notes that the binding relation between

compositional indeterminate pronouns and quantificational particles in Japanese is not truly uns-

elective, in that there is a locality restriction on the relation in question. Specifically, when there

is more than one quantificational particle that can potentially bind compositional indeterminate

pronouns, only the closest one to compositional indeterminate pronouns can be the binder of them.

This is illustrated in (11), where there are two potential binders, the additive particle mo and the

interrogative particle ka. The interrogative particle ka can be used in wh-questions or yes-no ques-

tions; if it does not bind an indeterminate pronoun, it is interpreted as marking a yes-no question.

In (11a), only mo can bind the compositional indeterminate pronoun dare, since it is closer to dare

than ka. As a result, dare receives the universal quantificational interpretation, and ka is used as

a yes-no question marker. Likewise, in (11b), ka is closer to dare than mo, so dare can only be

bound by ka. Thus, ka functions as a marker of a wh-question, and the compositional indeterminate

pronoun is interpreted as a question word meaning ‘who’.

(11) a. Kimi-wa

you-TOP

[[dare-ga

who-NOM

kite

come

mo]

also

ikanai

not.go

no?

Q

‘Are you not going, whoever may come?’

NOT ‘For which x, x a person, are you not going even if x is coming.’

b. John-wa

John-TOP

[[dare-ga

who-NOM

kuru

come

ka]

Q

shitteite

know

mo]

also

ikanai.

not.go

‘John will not go even if he knows who will come.’

NOT ‘For all x, x a person, John will not go even if he knows whether x is coming.’

(Nishigauchi 1990:148)

The same effect is observed when potential binders are the same element. In (12), where the

question particle ka occurs in the matrix and the embedded clause, neither of the two compositional

indeterminate pronouns can take scope in the matrix clause, because the closest ka must bind them.

As a result, the sentence is interpreted as a multiple embedded wh-question. Nishigauchi (1990)

points out that this is essentially an instance of the wh-island effect.
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(12) Tanaka-kun-wa

Tanaka-DIM-TOP

[dare-ga

who-NOM

nani-o

what-ACC

tabeta

ate

ka]

Q

oboeteimasu

remember

ka?

Q

‘Does Tanaka remember who are what?’

NOT ‘For which x, x a person, does Tanaka remember what x ate?’

NOT ‘For which y, y a thing, does Tanaka remember who ate y?’

Crucially, this “local” unselective binding property of Japanese compositional indeterminate

pronouns is contrasted with the “genuine” unselectivity of Chinese bare indeterminate pronouns.

As is well-known, Chinese bare indeterminate pronouns do not show wh-island effects, as shown

by Huang’s (1982) classic example in (13).

(13) Ni

you

xiang-zhidao

wonder

[shei

who

mai-le

buy-ASP

shenme]?

what

‘What is the thing x such that you wonder who bought x’ or

‘Who is the person x such that you wonder what x bought’

This can be considered as a “genuine” unselective binding case, in the sense that there is no locality

restriction on the binding relation between the bare indeterminate pronouns and the interrogative

C, unlike Japanese (12), where the compositional indeterminate pronouns can only take scope in

the embedded clause. This indicates that bare indeterminate pronouns and compositional indeter-

minate pronouns are licensed by different mechanisms.

In the following subsection, I introduce Saito’s (2017) covert movement analysis, which I show

can capture the syntactic difference between Chinese bare indeterminate pronouns and Japanese

compositional indeterminate pronouns discussed in this subsection. I then propose a modification

of his analysis, based on a semantic consideration.

3.2.4 Analysis of the syntactic difference

As mentioned above, Nishigauchi (1990) acknowledges the difference between Chinese and Japanese

with respect to sensitivity of indeterminate pronouns to wh-islands, and he suggests that the com-
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positional indeterminate pronoun in Japanese undergoes covert movement to Spec,CP, which he

argues is responsible for the wh-island effect.5 Building on this, Saito (2017) proposes an Agree-

based account of Japanese indeterminate pronouns. He adopts Bošković’s (2007b) Agree theory,

in which an element that has an unvalued feature undergoes movement to a position from which

it can probe down a goal in its c-commanding domain. (14) is an illustration of movement of an

external argument DP to Spec,TP under Bošković’s theory. (14a) is a configuration where a DP

that has an unvalued Case feature is base-generated in Spec,vP. In (14b), T probes down the DP and

have its ϕ-features valued. Crucially, the Case feature of the DP is still unvalued at this point. In

(14c), then, the DP moves to Spec,TP. It can then probe down T since T is now in the c-command

domain of the DP. The Case feature of the DP is then valued as [NOM].6

(14) a. TP

T
[ϕ:__]

vP

DP
[ϕ:α]

[Case:__]

v′

b. TP

T
[ϕ:α]

vP

DP
[ϕ:α]

[Case:__]

v′

probe down

c. TP

DP
[ϕ:α]

[Case:NOM]

T′

T
[ϕ:α]

vP

t v′

probe down

Extending this to Japanese indeterminate pronouns, Saito (2017) proposes that compositional in-

determinate pronouns in Japanese have an unvalued operator feature, which he assumes is respon-

sible for the interpretation of wh-items, and that they undergo covert movement to a position where

they can probe down (i.e., c-command) a quantificational particle (e.g., Spec,CP in the case of the

question particle ka).7 This is illustrated in (15).

5. Nishigauchi argues that this movement is driven by a requirement on government of compositional indeterminate
pronouns under the GB theory.
6. Bošković (2007b) eliminates the Activation Condition (Chomsky 2000), which requires a goal to bear an unvalued
feature to be targeted by Agree. All that is needed is that a probe (i.e., an unvalued feature) always probes down to
Agree with its goal in its c-commanding domain. For empirical evidence for this approach, see Villa-García (2015),
who discusses multiple complementizer sentences in Spanish, where a DP is base-generated higher than its Case-
licensor.
7. This covert movement is implemented as deletion of the higher copies under the copy theory of movement (Chom-
sky 1995b); see e.g., Bobaljik (1995, 2002), Brody (1995), Groat and O’Neil (1996).

74



(15) a. Taro-wa

Taro-TOP

[[Hanako-ga

Hanako-NOM

nani-o

what-ACC

tabeta]

ate

ka]

Q

sitteiru.

know

‘Taro knows what Hanako ate.’

b. CP

TP

. . . nani. . .
[Op:__]

ka
[Q(uestion)]

→ CP

nani
[Op:Q(uestion)]

C′

TP

. . . __. . .

ka
[Q(uestion)]

(Saito 2017:19)

In the case of the additive particle mo, the operator feature of the compositional indeterminate

pronoun is valued as [Conjunctive], which Saito takes to be universal quantificational by means of

conjunction of all individuals in the domain of discourse.

(16) a. [[Dare-ga

who-NOM

kaita

wrote

hon]

book

mo]

also

toshokan-ni

library-in

aru.

is

‘For every x, x a person, (also) a book that x wrote is in the library.’

b. FP

NP

. . . dare. . .
[Op:__]

mo
[Conjunctive]

→ FP

dare
[Op:Conjunctive]

F′

NP

. . . __. . .

mo
[Conjunctive]

(Saito 2017:19)

Saito shows that the wh-island effect (and the locality of quantificational particles in general)

reduces to Rizzi’s (2010) criterial freezing in this system. Rizzi’s criterial freezing essentially

states that a syntactic object with an unvalued feature F must stay in the position where F is valued.

In (17a), there are two potential valuers of the operator feature of the indeterminate pronoun nani:

ka in the matrix CP (CP1) and ka in the embedded CP (CP2). The operator feature drives movement

of nani to a higher position. When nani moves to Spec,CP2, its operator feature is valued, so it
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is frozen in Spec,CP2 (i.e., there is no feature that drives further movement). Thus, nani must be

interpreted in the embedded clause and the wh-island effect obtains. This is schematized in (17b).

(17) a. [CP1 Taro-wa

Taro-TOP

[CP2 Hanako-ga

Hanako-NOM

nani-o

what-ACC

tabeta

ate

ka]

Q

sitteimasu

know

ka]?

Q

‘Does Taro know what Hanako ate?’

b. CP1

TP

CP2

TP

. . . nani. . .
[Op:__]

ka
[Q]

ka
[Q]

→ CP1

TP

CP2

nani
[Op:Q]

C2
′

TP

. . . __. . .

ka
[Q]

ka
[Q]

In contrast, Chinese bare indeterminate pronouns are assumed to lack the relevant operator feature.

In other words, bare indeterminate pronouns have no syntactic dependency with any elements.8

Thus, they do not undergo movement, unlike Japanese compositional indeterminate pronouns, and

hence no wh-island effect is obtained, as seen in (13).

I argue that Saito’s covert movement analysis of Japanese compositional indeterminate pro-

nouns receives independent support from the behavior of local anaphors. Japanese has two types

of anaphors: a long-distance subject-oriented anaphor jibun ‘self’, which can refer to a non-clause-

mate subject as well as a clause-mate subject, and morphologically more complex anaphors com-

posed of jishin ‘self’ and another pronominal element, such as kare-jishin ‘himself’ and kanojo-

jishin ‘herself’, which can only refer to a clausemate nominal. For instance, (18a) shows that

kanojo-jishin ‘herself’ in the embedded clause cannot refer to the matrix subject Mary. Interest-

ingly, however, when a clause-mate anaphor is contained in an indeterminate phrase that takes

scope in the embedded clause, it can refer to the matrix subject, as shown in (18b).9 The same

8. Their interpretation is determined solely by semantic operators at LF.
9. To be more precise, kanojo-jishin can in principle have a logophoric interpretation, by which it can refer to the
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contrast obtains with another matrix predicate that selects an embedded question, as seen in (19).

(18) a. *Maryi-wa

Mary-TOP

[John-ga

John-NOM

kanojo-jishini-no

her-self-GEN

ronbun-o

paper-ACC

yonda

read

to]

C

shitta.

found.out

Lit: ‘Mary found out that John had read herself’s paper.’

b. Maryi-wa

Mary-TOP

[John-ga

John-NOM

dono-kanojo-jishini-no

which-her-self-GEN

ronbun-o

paper-ACC

yonda

read

ka]

Q

shitteiru.

know

Lit: ‘Mary knows which herself’s paper John had read.’

(19) a. *Maryi-wa

Mary-TOP

[John-ga

John-NOM

kanojo-jishini-no

her-self-GEN

ronbun-o

paper-ACC

yonda

read

ka]

Q

tazuneta.

asked

Lit: ‘Mary asked that John had read herself’s paper.’

b. Maryi-wa

Mary-TOP

[John-ga

John-NOM

dono-kanojo-jishini-no

which-her-self-GEN

ronbun-o

paper-ACC

yonda

read

ka]

Q

tazuneta.

asked

Lit: ‘Mary asked which herself’s paper John had read.’

This is correctly predicted by the covert movement analysis; since the entire indeterminate pronom-

inal phrase that contains the local anaphor covertly moves to the edge of the embedded clause in

order to have its operator feature valued in (18b), the matrix subject becomes accessible to the

anaphor.

It should be added here that this contrast cannot be captured by any of the previous works that

do not assume movement of the entire indeterminate pronominal phrase. For instance, Watanabe

(1992a) proposes that a null operator is base-generated with an indeterminate pronoun and only

this operator moves to Spec,CP, leaving the indeterminate pronoun in-situ. Maki (1995), Hagstrom

(1998), Takahashi (2002), and Cable (2007, 2010) propose that a quantificational particle, rather

than an indeterminate pronoun, moves to the surface position (e.g., C). Shimoyama (2006) pro-

poses a semantic account of indeterminate pronouns in which neither an indeterminate pronominal

matrix subject. What is important here is, though, that there is a clear contrast between (18a) and (18b).
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phrase nor a quantificational particle moves and the local unselective binding behavior is captured

by a Hamblin alternative semantics. Crucially, none of these approaches to Japanese compositional

indeterminate pronouns can capture the contrast in (18), since kanojo-jishin ‘herself’ contained in

the indeterminate pronominal phrase would not move to the edge of the embedded clause. Thus,

Saito’s (2017) analysis, which integrates the insight of Nishigauchi’s (1990) work, has a better

empirical motivation compared with the previous approaches.

Moreover, under Saito’s analysis of Chinese bare indeterminate pronouns, it is predicted that a

local anaphor in an embedded clause in Chinese should not be able to refer to the matrix subject

even when it is contained in an indeterminate phrase, since bare indeterminate pronouns do not

have an operator feature that would drive movement, unlike compositional indeterminate pronouns

in Japanese. This is indeed borne out. (20a) shows that the local anaphor ta-ziji ‘herself/himself’

in the embedded clause cannot refer to the matrix subject. Crucially, as seen in (20b), when it is

contained in the bare indeterminate phrase, it cannot refer to the matrix subject either, unlike the

Japanese local anaphor kanojo-jishin ‘herself’ in (18b).

(20) a. Maryi

Mary

faxian

find.out

[Zhangsanj

Zhangsan

du-le

read-ASP

ta-ziji*i/j-de

her/himself-GEN

lunwen]

paper

Lit: ‘Mary found out that Zhangsan read himself’s paper.’

b. Maryi

Mary

zhidao

know

[Zhangsanj

Zhangsan

du-le

read-ASP

ta-ziji*i/j-de

her/himself-GEN

na-pian

which-CL

lunwen].

paper

Lit: ‘Mary knows which himself’s paper Zhangsan read.’

The contrast between Japanese (18) and Chinese (20) thus supports Saito (2017) parameterization

of Japanese compositional indeterminate pronouns and Chinese bare indeterminate pronouns, in

which the former have an unvalued operator feature whereas the latter do not.

However, I submit that Saito’s analysis needs to be amended from a semantic perspective. As

noted above, Japanese compositional indeterminate pronouns acquire their own quantificational

force via Agree with a quantificational particle under his proposal. But this seems to give rise to

78



redundancy in quantification. In the recent semantic literature on “wh-items”/indeterminate pro-

nouns (Kratzer and Shimoyama 2002, Shimoyama 2006, Cable 2007, 2010, among many others),

it is standardly assumed that “wh-items”/indeterminate pronouns denote a set of individuals (e.g.,

people, things, etc.), which Saito also adopts. In this line of analyses, indeterminate pronouns

themselves do not have a quantificational force, and how the set of individuals is quantified over

is determined by a quantificational particle. For instance, Shimoyama (2006) proposes that mo

contributes universal quantification over a set of individuals denoted by an indeterminate pronoun,

as formulated in (21). An example is given in (22).

(21) For [[α]]g ⊆ De,

[[α mo ]]g = {λP∀x[x ∈ [[α]]g → P(x) = 1]} (Shimoyama 2006:155)

(22) a. Dono-gakusei-mo

which-student-also

odotta.

danced

‘Every student danced.’

b. [[(22a)]] = {∀x[x ∈ {y: student(y)} → dance(x)]} (Shimoyama 2006)

Thus, the additive particle mo has a substantial contribution to the semantic composition of the in-

determinate pronoun. In fact, Saito (2017:22) also assumes that mo itself has the additive interpre-

tation, and claims that “[t]he analysis allows the particles to be interpreted uniformly whether they

appear in the presence or absence of [indeterminate pronouns]”. There are indeed some works that

attempt to unify the additive mo and the universal quantificational mo (e.g., Ohno 1989, Kobuchi-

Philip 2007; see also Uegaki 2018 for unification of disjunctive ka, interrogative ka, and existential

ka). This means that both the indeterminate pronoun and the additive particle would contribute the

universal quantification under Saito’s proposal. Now, there arises a problem of semantic compo-

sition of those two elements. Since the indeterminate pronoun has its own quantificational force,

the additivity or universal quantification contributed by the additive particle would be redundant.

Actually, the issue is more serious than just redundancy; if both the indeterminate pronoun and

the additive particle have universal quantificational force on their own, it would be unclear how
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these two elements are semantically composed in the current semantic theory. Although it might

be possible to resolve this redundancy, it would be more straightforward to simply assume that

indeterminate pronouns do not have their own quantificational force, as has been proposed in the

literature.

How can, then, this issue be resolved while maintaining the core insight of Saito’s analy-

sis? The reason why Saito considers indeterminate pronouns in Japanese to have quantificational

force is that the interpretation of indeterminate pronouns is dependent on overt quantificational

particles, in contrast with Chinese indeterminate pronouns, which can be used as indefinites with-

out a quantificational particle/affix. Saito then attributes this dependency to agreement between

compositional indeterminate pronouns and quantificational particles; in particular, compositional

indeterminate pronouns have an unvalued interpretable operator feature, while bare indeterminate

pronouns lack it. Note now that the agreement relation need not involve interpretable features. In

the literature, it has been standardly assumed since Chomsky (2000) that uninterpretable features

need to be valued in order to be deleted before the syntactic structure is sent to the interfaces.10

Thus, I propose that the operator feature that is to be valued is an uninterpretable feature rather than

an interpretable feature, pace Saito (2017). This modification still maintains the syntactic depen-

dency between compositional indeterminate pronouns and quantificational particles in Japanese,

with the semantic redundancy eliminated and the covert phrasal movement analysis intact.

To summarize this section, I have argued that Haspelmath’s (1997) “interrogative-based” in-

definite pronouns are better understood as indeterminate pronouns in Kuroda’s (1965) sense. I

have then proposed to define two types of indeterminate pronouns, namely, compositional and

bare indeterminate pronouns. It has been shown that compositional indeterminate pronouns and

bare indeterminate pronouns show different morphological, semantic, and syntactic behavior. In

order to capture those differences between the two types of indeterminate pronouns, I have intro-

duced Saito’s (2017) analysis of indeterminate pronouns in Japanese, in which a compositional

10. This, of course, does not deny the possibility that interpretable features enter into a syntactic computation being
unvalued and later get valued in the course of the derivation, as has actually been proposed by Pesetsky and Torrego
(2007) and defended by Bošković (2011a). Important here is that the feature in question need not be an interpretable
feature.
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indeterminate pronoun (but not a bare indeterminate pronoun) has an unvalued operator feature

and this feature drives covert movement of the indeterminate pronoun to a position from which it

c-commands and probes down a quantificational particle (e.g., Spec,CP). I have then proposed a

modification of the analysis, by which the operator feature is an uninterpretable feature rather than

an interpretable feature as proposed by Saito.

In the next section, building on the new classification of indefinite pronouns, I address the

question of what property correlates with the availability of certain types of indefinite pronouns,

the issue Haspelmath (1997) left open, as mentioned in section 3.1. Specifically, I establish a novel

cross-linguistic generalization regarding availability of compositional indeterminate pronouns, on

which availability of those indefinite pronouns correlates with the NP/DP-language distinction

similarly to the Coordinate Structure Constraint discussed in chapter 2. I then propose a deduction

of the generalization based on a modified version of Saito’s (2017) account discussed here.

3.3 Indeterminate pronouns and the NP/DP languages distinc-

tion

3.3.1 Establishing a novel generalization

To the best of my knowledge, the first (and only) generative work that addresses the issue of

potential correlation between typology of indefinite pronouns and other linguistic properties is

Watanabe (2004a). Watanabe first divides Haspelmath’s (1997) “interrogative-based” indefinite

pronouns into the Chinese-type and the Japanese type, which correspond in my terminology to

bare indeterminate pronouns and compositional indeterminate pronouns, respectively.11 Interest-

ingly, Watanabe notes that the productivity of compositional indeterminate pronouns correlates

with absence of definite articles. For instance, Japanese and Russian, which lack definite arti-

cles, have productive compositional indeterminate pronouns (for space reasons, I present partial

11. However, Watanabe does not provide clear definitions of these two types.
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paradigms taken from Watanabe 2004a).

(23) Japanese

indeterminate existential neg-concord universal

person dare dare-ka dare-mo dare-mo

thing nani nani-ka nani-mo nani-mo-kamo

place doko doko-ka doko-mo doko-mo

time itsu itsu-ka — itsu-mo

(24) Russian

indeterminate existential neg-concord

person kto kto-to ni-kto

thing cto cto-to ni-cto

place gde gde-to ni-gde

time kogda kogda-to ni-kogda

There is also a striking diachronic change that shows this correlation. Thus, Latin, which lacked

definite articles, had productive compositional indeterminate pronouns, whereas most Modern Ro-

mance languages, which have acquired definite articles, do not have them.12

(25) Latin

indeterminate existential polarity free choice

person quis ali-quis quis-quam qui-vis

thing quid ali-quid quid-quam quid-vis

place ubi ali-cubi usquam ubi-vis

time quando ali-quando umquam —

12. Watanabe (2009) also observes that Old English, which lacked definite articles, had productive compositional
indeterminate pronouns, in contrast to Present English, which has the definite article and lost productive indeterminate
pronouns.
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(26) Italian

indeterminate existential neg-concord

person chi qualcuno nessuno

thing che qualche cosa, qualcosa niente, nulla

place dove in qualche luogo in nessun luogo

time quando qualque volta (mai)

While the correlation between articles and compositional indeterminate pronouns appears to

be robust, Watanabe acknowledges that Bulgarian, Romanian, and Hungarian have indeterminate

pronouns although they have definite articles. Watanabe in fact does not provide a clear descriptive

generalization regarding indeterminate pronouns that accommodate these languages. He attempts

to offer an analysis in which indeterminate pronouns undergo agreement with quantificational af-

fixes/particles, but his analysis is not fully empirically motivated due to the lack of a descriptive

generalization regarding indeterminate pronouns. Very often, establishing a descriptive general-

ization is a prerequisite for the analysis, and hence it is an issue for Watanabe’s work that he fails

to establish one.13

This being said, there is a possibility that arises from insights of previous works. Notice that

Bulgarian and Romanian, two exceptional languages which have compositional indeterminate pro-

nouns but also have definite articles, are languages with affixal definite articles (see also the dis-

cussion of Hungarian below). We have seen in the previous chapters that languages with affixal

definite articles pattern with languages without definite articles in a number of respects. It may

then be that affixal article languages pattern with article-less languages in the domain of indeter-

13. Watanabe’s analysis faces another problem. Watanabe classifies languages into three in terms of their D system:
non-agreeing D languages such as English and Modern Romance (except for Romanian), agreeing D languages such
as Japanese, Slavic, Latin, and Romanian, and no D language such as Chinese. For him, compositional indeterminate
pronouns are possible only in agreeing D languages, where quantificational particles/affixes as D undergo agreement
with compositional indeterminate pronouns. Crucially, Modern Romance languages such as Italian and Spanish are
assumed to have non-agreeing D and hence lack productive compositional indeterminate pronouns under his analysis,
unlike e.g., Romanian and Bulgarian, which are assumed to have agreeing D and have productive compositional
indeterminate pronouns. However, those Romance languages do show agreement between a head noun and a definite
article, the latter of which has been standardly analyzed as D, just like Romanian and Bulgarian. It is then not clear how
agreement between a noun and a definite article as D would be distinguished from agreement between a compositional
indeterminate pronoun and a quantificational particle/affix as D in a principled way.
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minate pronouns, too. In order to confirm if this is indeed the case, I have conducted a large-scale

cross-linguistic survey of indefinite pronouns, in which I have checked 138 languages that have

indeterminate pronouns. Here I focus on compositional indeterminate pronouns.14 Many of the

languages come from Haspelmath (1997) and The World Atlas of Language Structures (WALS),

but I have put aside some languages from these two works, due to the lack of accessible sources

that are required to confirm the issues under investigation here. Regarding WALS, it should also be

noted that one can combine the features “indefinite pronouns” and “definite articles” in the search

on WALS online, but the classifications (especially regarding the latter) are occasionally wrong,

and the database does not distinguish compositional indeterminate pronouns and bare indetermi-

nate pronouns, so I have checked each language with independent sources.

The result is as follows. Among the 138 languages that have indeterminate pronouns, 80 lan-

guages are identified as having productive compositional indeterminate pronouns (the remaining 58

use bare indeterminate pronouns). Among those 80, 66 languages do not have definite articles. The

66 languages are: Ainu, Awa Pit, Badimaya, Bawm, Bengali, Buriat, Cahuilla, Chantyal, Djingili,

Old English, Estonian, Evenki, Garo, Georgian, Gitksan, (West) Greenlandic, Hayu, Hunzib,

Hupa, Jakaltek, Old Japanese, Present Japanese, Kannada, Ket, Kham, Kodava, Korean, Korku,

Latin, Latvian, Lezgian, Limilngan, Lithuanian, Maithili, Malayalam, Manipuri, Meithei, Micmac,

Mundai, Muruwari, Nanai, Navajo, Newar, Nez Perce, Ngankikurungkurr, Ngiyambaa, Okinawan,

Iron Ossetic, Polish, Huallaga Quechua, Imbabura Quechua, Russian, Serbo-Croatian, Shipibo-

Konibo, Shoshone, Sinhala, Takelma, Tamil, Telugu, Tiwi, Udihe, Ukrainian, Warndarang, Yakut,

Yup’ik, and Yuwaalaraay. Among the remaining 14 languages, 11 have affixal articles: Assamese,

Basque, Bulgarian, Itzaj, Karok, Lillooet, Macedonian, Digor Ossetic, Romanian, Tonkawa, and

Wichita. The remaining three languages, which appear to have non-affixal articles, are Hungarian,

Yiddish, and Sorbian.

A word of caution is needed here regarding the languages that appear to have non-affixal def-

inite articles. Hungarian definite articles are often considered to be non-affixal, but MacWhinney

14. Bare indeterminate pronouns are found in languages like Chinese, which lack definite articles, but also in German,
Lakhota, etc., which have definite articles. See footnote 17 for discussion.
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(1976:398) notes the following: “[t]he Hungarian definite article is az before vowels and a before

consonants. This is the only morpheme in Hungarian which undergoes a morphophonemic alter-

nation that is dependent upon the shape of the beginning of a root. For this reason, Hungarian

linguists have often treated the definite article as a prefix.” Given this, Hungarian can be classified

as an affixal article language (see also chapter 5 for discussion). For Yiddish, the definite arti-

cles do not have a form distinct from demonstratives, the two being differentiated only by stress

(Margolis 2011:122). Given Bošković’s (2016b) definition of definite articles I adopt here, under

which definite articles obligatory occur in a nominal phrase with a definite interpretation and have

a distinct form from demonstratives, Yiddish articles may actually not be articles. For Sorbian,

Schaarschmidt (1984) reports that the younger generation of speakers, who only use Sorbian in

schools, use definite articles considerably less frequently than the older generation of speakers,

who learned Sorbian through German. Jentsch (1980) and Lötzsch (1968) also note that definite

articles in Sorbian are not obligatory in the context of definite interpretation and that they are not

used in some cases where definite articles would be expected in German. These points indicate

that Sorbian articles may actually not be (fully grammaticalized) articles. Given this, I propose the

following generalization:

(27) Generalization of compositional indeterminate pronouns

Languages that have productive compositional indeterminate pronouns either have affixal

definite articles or lack definite articles.

Note that this generalization is quite similar to the one regarding adverb LBE established by Talić

(2015, 2017) and the one regarding the CSC in the previous chapter, in that affixal article lan-

guages and article-less languages pattern together. It should also be emphasized that (27) is a

one-way correlation. Thus, there can be affixal article languages and article-less languages that do

not have productive compositional indeterminate pronouns. What is important here is that there are

no non-affixal article languages that have productive compositional indeterminate pronouns. In the

next subsection, I provide a deduction of (27), the gist of which is that DP projects above (compo-

sitional) indeterminate pronouns in non-affixal article languages, which prevents quantificational
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affix/particles from being attached to indeterminate pronouns, while in affixal article languages

and article-less languages, the projection in question may be absent and hence quantificational

affixes/particles can be attached to them.

3.3.2 Deduction of the generalization

Let us start from the structure of indeterminate pronouns. Kuroda (1965) proposes that Japanese

compositional indeterminate pronouns consist of PRO(noun) and IND(terminate); essentially, PRO

specifies the domain of quantification (e.g., person, thing), and IND marks the entire phrase as a

compositional indeterminate pronoun. Regarding the categorial status of indeterminate pronouns,

Huang (1982) proposes that they are generally NPs (except for ‘how’ and ‘why’, see below for

discussion). Building on these two works, I propose that indeterminate pronouns in general are

NPs which consist of Root that specifies the domain (e.g., person, thing), and N (or n; I use the

label N hereafter only for presentational purposes). In addition, I suggest that this N is the locus

of the parametric variation in the presence/absence of an unvalued uninterpretable operator feature

discussed in section 3.2.4.15 If this N bears an unvalued uninterpretable operator feature, the entire

NP is a compositional indeterminate pronoun of the Japanese type, as schematized in (28). This

operator feature is valued as [∀], [∃], etc. by a quantificational particle/affix for indefinite (and

similar) usages, or as [Q(uestion)] in interrogatives after the entire NP moves to a position from

which it c-commands a goal (i.e., interrogative C). On the other hand, if this feature is absent on N,

we obtain a bare indeterminate pronoun of the Chinese type, as schematized in (28). Since there is

no operator feature that requires valuation, the entire NP does not require a quantificational parti-

cle/affix and does not undergo movement in interrogatives (the interpretation of bare indeterminate

pronouns is determined solely by semantic operators at LF, as mentioned in footnote 8).

15. This parameterization is consistent with the so-called Borer-Chomsky Conjecture (Borer 1984, Chomsky 1995b;
Baker 2008a,b), in which all parametric variation is reduced to different specifications of formal features in the lexicon.
See chapter 5 for more discussion.
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(28) a. Compositional indeterminate

NPuOp[ ]

NuOp[ ] Root
PERSON,THING,. . .

b. Bare indeterminate

NP

N Root
PERSON,THING,. . .

Turning to the distinction between non-affixal article languages on the one hand and affixal arti-

cle languages and article-less languages on the other hand, I follow Talić (2015, 2017) in proposing

that DP must project above NP in non-affixal article languages, whereas it can be absent in affixal

article languages and article-less languages. Thus, in non-affixal article languages DP must project

above indeterminate pronouns, which are NPs, whereas it can be absent in affixal article languages

and article-less languages. In addition, I propose that this DP (i.e., D) bears a valued interpretable

operator feature iOp[Q], which gives the value to the operator feature of N and marks the indetermi-

nate pronoun as an “interrogative pronoun” in the traditional sense. The structure of “interrogative

pronouns” in non-affixal article languages is schematized in (29).16 Thus, indeterminate pronouns

(but not “interrogative pronouns”) are in a sense primitive in all languages, but in non-affixal article

languages the D in question makes them “interrogative pronouns”.

(29) a. DPiOp[Q]

DiOp[Q] NPuOp[ ]

NuOp[ ] Root

b. DPiOp[Q]

DiOp[Q] NPuOp[Q]

NuOp[Q] Rootvaluation

Notice now that the value of the operator feature of indeterminate NPs in non-affixal article lan-

guages is practically always [Q] because of the obligatory presence of the relevant D. This means

that the operator feature of indeterminate NPs in those languages cannot have other values such as

[∀], [∃], which would be given by quantificational particles/affixes. It thus follows that non-affixal

16. Here the structure is presented in the conventional fashion, but to be precise, the NP node in (29) is actually a set of
features of the indeterminate pronoun projected under the Bare Phrase Structure Theory (Chomsky 1995a). Thus, the
projected features of the indeterminate pronoun, including the operator feature, c-commands and probes (the features
of) D.
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article languages do not allow productive compositional indeterminate pronouns. In contrast, in

article-less languages and affixal article languages, this D may be absent, so that if indeterminate

NPs have the operator feature, it can be valued by quantificational particles/affixes, just like in

Japanese. Thus, the generalization (27) is deduced from the operator feature analysis of indetermi-

nate pronouns a lá Saito (2017) and the presence/absence of D that has a valued operator feature

in the spirit of Talić (2015, 2017) (regarding affixal article languages). (Note again that (27) is a

one-way correlation. The deduction here leaves room for the possibility that languages that lack

definite articles and languages that have affixal definite articles may lack productive compositional

indeterminate pronouns. The present proposal explains why productive compositional indeter-

minate pronouns are in principle allowed in those languages, whereas they are never allowed in

non-affixal article languages.)

At this point, it should be noted that the DP under discussion only projects above indeterminate

NPs; if it were to project above any NP, we would expect any noun to be able to be used as

a question word, contrary to the fact. This restriction actually makes sense once we consider

what counts as an extended projection in a lexical domain. Grimshaw (2000) and Biberauer et al.

(2014) suggest that functional projections in the extended projection of a lexical category share

some relevant feature(s) with the lexical category: e.g., [+N] in the case of the nominal domain.

In the case of indeterminate pronouns, the DP in question shares an operator feature with the

indeterminate NP. We can, then, maintain that the presence of the operator feature is the criterion

for the DP in question being an extended projection of indeterminate NPs. Thus, the DP can only

project above an indeterminate pronoun because of the presence of the operator feature on both

elements; it cannot project above NPs that lack the operator feature.17

I would like to add here that the decomposition of indeterminate pronouns as N and Root is

supported by their morphological compositions in comparison with demonstratives in some lan-

17. This reasoning leaves room for some non-affixal article languages to have bare indeterminate pronouns, given
that bare indeterminate pronouns do not have an unvalued operator feature on which projection of the DP in question
is contingent. As mentioned in footnote 14, Lakhota is indeed a language that allows bare indeterminate pronouns
and has non-affixal articles. Interestingly, Williamson (1984) observes that Lakhota wh-questions, just like those in
Chinese, are not subject to any island constraints, including wh-islands, as shown in (i).
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guages. In Japanese, for instance, certain indeterminate pronouns share a root that specifies the

domain with demonstratives, as shown in (30).18 This pattern is also observed in Tamil, as in (31).

(30) Japanese: Kuno (1973), Martin (1975)

proximal (ko) medial (so) distal (a) indeterminate (do)

individual (re) ko-re so-re a-re do-re

place (ko) ko-ko so-ko aso-ko do-ko

adnominal (no) ko-no so-no a-no do-no

manner (nna) ko-nna so-nna a-nna do-nna

adverbial (u) ko-u so-u a-a do-u

(i) [tuwa
who

takuwe
why

cheya
cry

ha̧
DUR

ki]
C

Marie
Marie

inu̧ǧa
you.ask

he?
Q

(Williamson 1984:269)‘Who did you ask Mary why (he) was crying?’

Indeterminate NPs in Lakhota can thus be analyzed as lacking the operator feature just like those in Chinese, and
hence the D with the operator feature does not project above the indeterminate NP despite Lakhota being a non-affixal
article language.

German, which appears to be a non-affixal article language, also allows bare indeterminate pronouns. It should,
however, be noted that the environments where a bare indeterminate pronoun in German can occur are quite limited.
Haspelmath (1997) observes that bare indeterminate pronouns in German must “cliticize” onto the finite verb, and
they cannot precede the verb, as illustrated in (ii). I take this as indicating that the apparent bare indeterminate in (i)
should not be analyzed in the same way as such elements in Chinese.

(ii) a. Da
there

kommt
comes

wer.
who

‘Someone is coming.’

b. Jemand/*wer
someone/who

kommt
comes

da.
there

‘Someone is coming.’

I suggest that indeterminate pronouns in German actually have an unvalued operator feature (which is usually valued
by the valued operator feature of the D discussed in the text), and the apparent bare indeterminate in (i) can be analyzed
as a sort of incorporation of indeterminate NP onto the verb. Baker (1988:285) claims that “[noun incorporation] is
only possible if no [DP] is generated above the NP”. In chapter 6, I will argue that German actually allows omission
of DP in some very limited environments. In particular, German has strong and weak definite articles in Schwarz’s
(2009) sense; I will analyze the latter as not projecting DP (rather, it is head-adjoined to P). It is, then, not unexpected
that German allows indeterminate NPs without the D that bears an operator feature discussed in the text in some very
limited environments as incorporation onto the verb (note that nouns that can be incorporated are “bare” nouns that
accompany no modifier or determiner, which can be analyzed as consisting of Root and N, just like indeterminate
NPs). Regarding the unvalued operator feature, Baker proposes that incorporated NPs become “invisible” for Case
assignment and do not need Case. Incorporation is standardly analyzed as involving head-adjunction, which is im-
plemented by Pair-Merge in the current syntactic theory (Chomsky 2004, 2015; Epstein et al. 2016). Interestingly,
Chomsky (2015) suggests that one of the heads in the ordered-pair created by Pair-Merge is “invisible” for Minimal
Search, and unvalued features of the invisible head can be left unvalued (see chapter 4 for more discussion on this).
The indeterminate NP in (iia) can, then, be analyzed as becoming invisible for Minimal Search due to the incorporation
onto the verb, hence its operator feature can be left unvalued.
18. This is called the ko-so-a-do paradigm in the traditional Japanese grammar.
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(31) Tamil: Asher (1985), Dixon (2003)

proximal (i) distal (a) indeterminate (e)

nominal (nta) i-nta a-nta e-nta

place (ngke) i-ngke a-ngke e-ngke

time (ppa) i-ppa a-ppa e-ppa

quantity (ttane) i-ttane a-ttane e-ttane

manner (ppati) i-ppati a-ppati e-ppati

From the perspective of the current proposal, the indeterminate pronouns and the demonstratives

in these languages with the same root can be analyzed as having different feature specifications

of N; the former have an unvalued operator feature, whereas the latter have a feature that encodes

deixis (here I call this feature Dem(onstrative) for ease of exposition). This is illustrated in (32).

(32) a. Japanese
NP

N
koDem[PROX]/soDem[MED]/aDem[DIST]/douOp[_]

Root
re/ko/no/nna/u

b. Tamil
NP

N
iDem[PROX]/aDem[DIST]/euOp[_]

Root
nta/ngke/ppa/ttane/ppati

This analysis could actually be extended to English, where certain “interrogative pronouns” ap-

pear to share the root with demonstratives: e.g., wh-at vs. th-at, wh-ere vs. h-ere vs. th-ere, wh-en

vs. th-en (cf. Kayne 2004, Nishiyama 2013). Crucially, however, the D that bears a valued operator

feature must project above the indeterminate NP in English (English being a non-affixal article lan-

guage), so the indeterminate pronouns in English necessarily function as “interrogative pronouns”

in the traditional sense.19

19. It should be mentioned that there are “interrogative pronouns” that are also used as relative pronouns (e.g., English
who, which, where, etc.). A possible explanation of this could be that the operator feature of D that projects above in-
determinate NPs can have the value [Rel(ative)] instead of [Q]. The idea that both relative pronouns and “interrogative
pronouns” have an operator feature is not new; see, e.g., Abels (2012), Bošković (2008a), Haegeman (2012), Starke
(2001).

90



The proposal that indeterminate pronouns are generally NPs is supported by the observation

that even locative, temporal, and manner indeterminate pronouns behave like NPs in languages

like Japanese. It is well-known that nominal phrases in Japanese accompany case particles, as

seen in (33a). Interestingly, those case particles can be attached to locative, temporal, and manner

indeterminate pronouns, as shown in (33b)-(33d).20

(33) a. Nichiyoubi-ga

Sunday-NOM

ii.

good

‘Sunday is good (for me).’

b. Doko-ga

where-NOM

ii

good

desu

COP

ka?

Q

‘Where’s good (for you)?’

c. Itsu-ga

when-NOM

ii

good

desu

COP

ka?

Q

‘When’s good (for you)?’

It should also be noted that English, which does not have productive indeterminate pronouns, still uses where for
the locative indefinite pronouns (i.e., somewhere, everywhere, anywhere, nowhere). Cheng (1991) suggests that these
are lexical compounds and hence sort of exceptional, but here I suggest the possibility of a different account from the
perspective of the current proposal. In chapter 6, I will argue that P can function as the highest functional projection in
the nominal domain (see also Grimshaw 2000, Bošković 2013a, Zanon 2020). There I will show that there are cases
in which a definite article is omitted in locative PPs in some languages, which I will take as indicating that D can in
principle be absent in locative PPs. Notice now that the indefinite pronouns in English in question are locative. Under
the current proposal, locative indeterminate pronouns are inherently NPs and PP projects above them for adverbial
usages (see also discussion in the text below). It is then possible that DP which is supposed to project above the
locative indeterminate NP can be omitted because of the presence of locative P, and hence quantificational elements
such as some, every, any, and no can merge above the indeterminate NP (and below PP). Thus, the current proposal has
a potential to offer a principled explanation for this exceptional behavior of the locative where in the English indefinite
pronominal system. (Note that other wh-items such as who, what cannot be used as compositional indeterminate
pronouns, since they are not locative and hence the relevant P cannot merge above them.)
20. It is worth noting that the locative indeterminate pronouns in Japanese also require postpositions for an adverbial
usage, as seen in (i). This can be taken as another piece of evidence that doko is NP rather than PP.

(i) Doko-*(de)
where-LOC

ohiru-o
lunch-ACC

tabemashita
ate

ka?
Q

‘Where did you have lunch?’
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d. Dou-ga

how-NOM

ii

good

desu

COP

ka?

Q

Lit. ‘How’s good (for you)?’

Note that where and when can also be used as subjects in colloquial English, as seen in the trans-

lation of (33b) and (33c). These data can be taken as indicating that these apparently adverbial

“interrogative pronouns” in English are actually inherently NPs, and their adverbial usage can be

analyzed as involving a null P that projects above the indeterminate NP (see, e.g., Huang 1982).

Interestingly, Huang (1982) argues that the reason indeterminate pronoun (which is conven-

tionally translated as ‘why’) is inherently a PP. His argument is based on island sensitivity; the

reason indeterminate pronoun weishenme, unlike other indeterminate pronouns, shows island sen-

sitivity in Chinese.21 This is illustrated in (34), where weishenme cannot be interpreted in the

matrix clause, unlike shei. Huang essentially claims that the reason indeterminate pronoun being

a PP causes an ECP problem (see also Lasnik and Saito 1984 for discussion). Nishigauchi (1990)

also reaches the conclusion that the reason indeterminate pronoun naze in Japanese is a PP rather

than an NP based on a similar argument.22

(34) ni

you

ziang-zhidao

wonder

[shei

who

weishenme

why

mai-le

buy-ASP

shu]?

book

‘Who is the person x such that you wonder why x bought books?’

NOT ‘What is the reason y such that you wonder who bought books for y?’

Interestingly for our current context, reason indeterminate pronouns cannot be used as indefinite

pronouns cross-linguistically; they are generally used only as “interrogative pronouns” in the con-

ventional sense. For instance, the reason indeterminate pronoun naze in Japanese cannot be pro-

ductively combined with quantificational particles and used as indefinite pronouns. Thus, there is

21. Note that wei in weishenme can be used as a preposition meaning ‘for’ (weishenme is wei ‘for’ + shenme ‘what’).
22. It has been argued in the literature that in some languages ‘why’ is base-generated in Spec,CP unlike other inde-
terminate/“interrogative” pronouns (e.g., Rizzi 1990, 2001, Ko 2005, Stepanov and Tsai 2008, Yoshida et al. 2015),
which points to the different status of ‘why’ compared with other indeterminate/“interrogative” pronouns. Relatedly,
in French, which allows wh-in-situ in the matrix question, pourquoi ‘why’ is the only indeterminate/“interrogative”
pronoun that cannot be used in wh-in-situ questions (Aoun 1986, Rizzi 1990, Bošković 2000).
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no form of a universal quantifier, a free choice item, or an NPI/NCI composed of naze, in con-

trast with other indeterminate pronouns, as illustrated in (35). See Haspelmath (1997) for more

cross-linguistic data.23

(35) a. *naze-mo

why-also

Intended: ‘for every reason’

b. *naze-demo

why-even

Intended: ‘for any reason’

c. *naze-mo

why-also

Intended: ‘for no reason’

I suggest that the general impossibility of using reason indeterminate pronouns as indefinite pro-

nouns is due to their PP status. Given Huang’s (1982) and Nishigauchi’s (1990) proposals, reason

indeterminate pronouns can be analyzed as PP composed of P and Root under the current system.

This is contrasted with other indeterminate pronouns including locative and temporal, which are

NP composed of N + Root and merged with P for the adverbial usage as discussed above. I suggest

that the P of the reason indeterminate pronouns bears an unvalued operator feature, and that this

feature drives movement of the PP across languages, which is responsible for the island sensitivity

of reason indeterminate pronouns in interrogatives (i.e., they need to undergo movement in nar-

row syntax even in languages like Chinese where other indeterminate pronouns do not undergo

movement).24 The structure of reason indeterminate pronouns is schematized in (36).

23. Željko Bošković (p.c.) points out that zašto ‘why’ in Serbo-Croatian has the same morphological composition as
Chinese weishenme; za ‘for’ + što ‘what’. Interestingly, although Serbo-Croatian has a productive compositional inde-
terminate pronominal system, zašto can only be used as an NPI (composed with i: i-zašto) and as an NCI (composed
with ni: ni-zašto, note that these two usages are morphologically related), unlike other indeterminate pronouns. See
also footnote 25 for the limited indefinite use of naze ‘why’ in Japanese.
24. As is well-known, extraction of adjuncts out of islands is generally worse than extraction of arguments. Here I put
aside this argument-adjunct asymmetry (for an attempt to capture the asymmetry based on features, see, e.g., Starke
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(36) PP

PuOp[_] Root
REASON

In chapter 6, I will argue that P can function as the highest functional projection in the nominal

domain (see also Grimshaw 2000, Bošković 2013a, Zanon 2020). My suggestion here is that in

the presence of P, no quantificational particle can project its own projection (say, QP) above rea-

son indeterminate pronouns, since P “closes” the extended projection of the nominal domain as its

highest projection. Thus, whether the language has a bare or compositional indeterminate pronom-

inal system, it follows that the reason indeterminate pronoun cannot accompany a quantificational

particle such as ‘also’, ‘even’, and hence they cannot be used as indefinite pronouns.25,26

2001, Friedmann et al. 2009, Haegeman 2012).
25. An exception to this is existential ka, which can be combined with naze to compose naze-ka ‘for some reason’
(this ka is syntactically different from the interrogative particle ka, which occurs sentence-finally; but see Uegaki 2018
for an argument for unification of these two in terms of semantics). It is worth noting here that existential ka behaves
differently from mo and demo. In particular, mo and demo can be detached from their corresponding indeterminate
pronouns to have a universal, negative polarity, or free choice interpretation, as shown in (1a)-(1c), while ka cannot be
detached from an indeterminate pronoun with an existential meaning, as shown in (1d).

(i) a. [[Dare-ga
who-NOM

kaita]
wrote

hon]-mo
book-also

yonda.
read.PAST

‘For every x, x a person, I read the book that x wrote.’

b. [[Dare-ga
who-NOM

kaita]
wrote

hon]-mo
book-also

yomanakatta.
not.read.PAST

‘For no x, x a person, I read the book that x wrote.’

c. [[Dare-ga
who-NOM

kaita]
wrote

hon]-demo
book-even

yomu.
read.PRES

‘For any x, x a person, I read the book that x wrote.’

d. *[[Dare-ga
who-NOM

kaita]
wrote

hon]-ka
book-or

yonda.
read.PAST

‘For some x, x a person, I read the book that x wrote.’

It is then not unreasonable to conjecture that mo and demo on the one hand and ka on the other have different syntactic
status. Specifically, I suggest that mo and demo project their own projection above indeterminate pronouns as an
extended projection in the nominal domain (say, QP), whereas ka is simply adjoined to indeterminate pronouns. In
the case of naze, which is inherently PP, neither mo nor demo can project above it because P is the highest projection
in the nominal domain and no further nominal projection is allowed, whereas ka is adjoined to PP, so the issue of the
highest functional projection in the nominal domain does not arise (note that the agreement relation between ka and
naze can be established since the former c-commands the latter).
26. Manner indeterminate pronouns have also often been treated as inherently PPs in the literature. For instance,
Huang (1982) analyzes the manner indeterminate pronoun zenme in Chinese as a PP, not an NP. Interestingly, zenme
cannot be used as an indefinite pronoun, which can support its PP status just as in the case of weishenme. On the
other hand, the manner indeterminate pronoun dou in Japanese can be used as an indefinite pronoun. In fact, there is
cross-linguistic variation regarding whether manner indeterminate pronouns can be used as indefinite pronouns (see
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To summarize this section, I have established the novel cross-linguistic generalization that

languages that have productive compositional indeterminate pronouns either lack definite articles

or have affixal definite articles. I have then proposed a deduction of this generalization: inde-

terminate pronouns are universally NPs (except for reason indeterminate pronouns); DP with a

valued operator feature projects above indeterminate NPs in non-affixal article languages and this

DP necessarily marks indeterminate pronouns as “interrogative pronouns” in the traditional sense,

whereas it may be absent in article-less and affixal article languages, so that the operator feature of

the indeterminate NP can be valued by a quantificational particle/affix.

3.4 Typology of the syntax of wh-questions

The typology of wh-questions has been one of the most widely discussed issues in the syntac-

tic theory. In particular, what property correlates with wh-fronting and wh-in-situ has been one

of the central questions.27 Well-known in the literature is Cheng’s (1991) Clausal Typing Hy-

pothesis, according to which presence/absence of a Q-particle for interrogatives correlates with

absence/presence of obligatory wh-fronting. This claim has, however, been challenged by Bruen-

ing (2007), who shows based on typological surveys that there is no such correlation. Bruening

further claims that there is no correlation between the syntax of wh-questions and types of indefi-

nite pronouns. As far as I know, the issue of correlations between the syntax of wh-questions and

other linguistic properties has been left open.

In this section, I discuss this issue from the perspective of the classification of indefinite pro-

nouns argued for in this chapter. After reviewing Cheng’s (1991)’s Clausal Typing Hypothesis

and Bruening’s (2007) arguments against it, I introduce Bošković’s (2020a) cross-linguistic gen-

Haspelmath 1997). It then seems that whether a manner indeterminate pronoun is inherently an NP or a PP is a point
of parameterization/cross-linguistic variation. This is not implausible under the suggestion in the text given the Borer-
Chomsky-Conjecture, which attributes parametric variation to feature specifications in the lexicon. That is, given that
the lexical categories are defined by combinations of categorial features (Chomsky 1970), some languages use [+N,-V]
(i.e., N) for the locus of the unvalued operator feature in the manner indeterminate pronoun, and others use [-N,-V]
(i.e., P).
27. I use the terms such as wh-fronting and wh-in-situ only as descriptive terms of placement of indeterminate pro-
nouns following the convention, i.e., I use it only for presentational purposes.
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eralization regarding a correlation between multiple wh-fronting and compositional indeterminate

pronouns, whose deduction Bošković himself leaves open. I will show that Bošković’s gener-

alization can actually be deduced from the proposal regarding compositional indeterminate pro-

nouns presented in this chapter. Moreover, I point out that, under this deduction, wh-in-situ of

the Japanese type is expected to behave like multiple wh-fronting despite the surface difference in

placement of indeterminate pronouns, and show that this is indeed borne out. Finally, I discuss dif-

ferent types of wh-in-situ observed in the literature, and argue that the current proposal on feature

specifications of indeterminate pronouns can capture the varied behavior of wh-in-situ languages.

3.4.1 Clausal Typing Hypothesis and arguments against it

Cheng (1991) proposes the Clausal Typing Hypothesis based on a number of languages, which is

given in (37).

(37) Clausal Typing Hypothesis (Cheng 1991:29)

Every clause needs to be typed. In the case of typing a wh-question, either a wh-particle in

C0 is used or else fronting of a wh-word to the Spec of C0 is used, thereby typing a clause

through C0 by Spec-head agreement.

Essentially, Cheng’s claim is that wh-in-situ languages should have a Q-particle in wh-questions

and wh-fronting languages should have no such particle in wh-questions. For instance, English,

a wh-fronting language, does not have a Q-particle, whereas Japanese, a wh-in-situ language, has

a Q-particle. However, Bruening (2007) argues against the Clausal Typing Hypothesis based on

broader typological surveys. Bruening first quotes Ultan’s (1978) cross-linguistic survey, in which

62 languages are examined. The data are summarized in (38).28

28. In Ultan’s survey, languages that have wh-fronting and a Q-particle are Agta, Albanian, Syrian Arabic, Basque,
Burmese, Chontal, Fanti, Finnish, French, Louisiana Frenche, Scottish Gaelic, Gbeya, Grebo, Guarani, Gunwinggu,
Hebrew, Hungarian, Irish, Jaqaru, Klamath, Lithuanian, Malagasy, Malay, Ojibwa, Piro, Russian, Squamish, Tagalog,
Twi, and Zapotec. Languages that have wh-in-situ and lack a Q-particle are Amharic, Neo-Aramaic, Gujarati, Kurku,
and Tongan.

In fact, Slavic languages, which are (multiple) wh-fronting languages, have the Q-particle li, which can occur in
wh-questions.
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(38) Numbers of languages in Ultan’s (1978) survey

wh-in-situ wh-fronting

particle 14 30

no particle 5 13

Bruening also reports an even larger scale of language samples, based on Matthew Dryer’s database

(Dryer 2004). The result of the survey is given in (39), quoted from Bruening (2007).

(39) Numbers of languages from Dryer (2004)

wh-in-situ wh-fronting

Q-particle 258 123

No Q-particle 143 53

Total 401 176

Percentage Q-particle 64 70

Crucially, there are languages which have both wh-fronting and a Q-particle, and languages that

have wh-in-situ but lack a Q-particle. As Bruening points out, this is obviously inconsistent with

Cheng’s Clausal Typing Hypothesis. Bruening thus concludes that the Clausal Typing Hypothesis

is untenable.

Bruening further claims that there is no correlation between types of wh-questions and prop-

erties of “interrogative pronouns”. He first discusses Cole and Hermon’s (1998) proposal that

wh-questions universally involve a question operator and its corresponding variable. Cole and

Hermon parameterize the relation between the operator and the variable; in wh-fronting languages

like English, the operator and the variable are combined as a single lexical item (such as who,

what), whereas in wh-in-situ languages like Chinese, the operator and the variable are two distinct

lexical items, the latter corresponding to bare indeterminate pronouns in the current terminology.29

As Bruening (2007) points out, Cole and Hermon’s proposal makes two typological predictions.

29. Cole and Hermon’s account is thus somewhat similar to the current proposal on indeterminate pronouns, in that
the “interrogative pronoun” is not a primitive form and can be composed of an element that specifies the domain of
quantification and an operator that is responsible for the interrogative force (in the case of, e.g., English).
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First, all wh-in-situ languages should be able to use “interrogative pronouns” as indefinite pronouns

(i.e., all wh-in-situ languages should have indeterminate pronouns), since the operator is a distinct

lexical item and hence “interrogative pronouns” lack inherent quantificational force. Second, no

wh-fronting languages should allow “interrogative pronouns’ to be used as indefinite pronouns,

which are understood as bare indeterminate pronouns in the current terminology, since “interroga-

tive pronouns” necessarily involve the operator, which forces them to function as questions words

under Cole and Hermon’s proposal. Crucially, Bruening shows that neither of these predictions

is borne out. Regarding the first prediction, Cole and Hermon (1998) themselves acknowledge

that Turkish is a counterexample, since it is a wh-in-situ language but does not have indeterminate

pronouns.30 As for the second prediction, Bruening points out that Passamaquoddy and German,

which are wh-fronting languages, allow bare indeterminate pronouns.31

(40) a. Kesq

while

yaq

QUOT

pemacqim-a-htit

drag-DIR-3.PL.CONJ

otuhk-ol,

deer-OBV

on

then

keq

what

(’)-nutom-oni-ya.

3-hear-N-3.PL

‘While they were dragging the deer, they heard something.’

(Passamaquoddy: Newell 1974:5)

b. Es

it

hat

has

wer

who

geklingelt.

rung

(German: Postma 1994:188)‘Somebody has rung the bell’

Bruening thus concludes that there is no correlation between the type of wh-questions (i.e., wh-

fronting or wh-in-situ) and indeterminate pronouns.

30. See also Hiraiwa (2009), who shows that Gur languages have wh-in-situ and generic-noun-based indefinite pro-
nouns.
31. See footnote 17 for discussion of German bare indeterminate pronouns under the current proposal. Slavic lan-
guages, which have productive compositional indeterminate pronouns and multiple wh-fronting, also appear to allow
bare indeterminate pronouns in some limited environments (Izvorski 1996, Bošković 2002b). This can be analyzed in
the same way as bare indeterminate pronominal cases in German discussed in footnote 17.
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3.4.2 Multiple wh-fronting, indeterminate pronouns, and Japanese wh-in-

situ

Note that Bruening’s (2007) discussion concerns a rather simplistic cut in the syntax of wh-

questions, namely, wh-fronting and wh-in-situ, since the primary purpose of his work is to show

that previous theories such as Cheng’s (1991) Clausal Typing Hypothesis and Cole and Hermon’s

(1998) proposal are typologically falsified. However, Bošković (2020a) observes an interesting

typological correlation, by examining a particular type of wh-fronting. It is well-known that there

are languages such as Slavic languages that force all indeterminate phrases to be fronted, which

is called multiple wh-fronting. Interestingly, Bošković points out that Basque, Bulgarian, Czech,

Latin, Hungarian, Macedonian, Mohawk, Polish, Romanian, Russian, Serbo-Croatian, Slovenian,

Ukrainian, and Yiddish, all of which have multiple wh-fronting, have productive compositional

indeterminate pronouns in the current terminology. Thus, he establishes the following descriptive

generalization (adapted to the current terminology);32

(41) Languages that have multiple wh-fronting have productive compositional indeterminate pro-

nouns.

This generalization is further confirmed by Estonian, Georgian, Latvian, Lezgian, Lithuanian, Os-

setic, Tlingit, and Quechua.33

Bošković leaves open deduction of this generalization. Here I argue that it can actually be de-

duced from the current proposal regarding compositional indeterminate pronouns. Recall that un-

der my proposal compositional indeterminate pronouns have an unvalued operator feature, which

32. This correlation is actually hinted at by Cheng (1991). However, she neither distinguishes bare and compositional
indeterminate pronouns nor establishes a clear descriptive generalization.
33. Bošković (2020a, 2021a) also notes that compositional indeterminate pronouns in multiple wh-fronting languages
do not allow the quantificational affix to be detached from them, which Bošković calls a sub-wh system (this is
contrasted with Japanese, where quantificational particles can be detached from indeterminate pronouns; see footnote
25). Thus, Bošković refines (41) as (i).

(i) If a language has multiple wh-fronting, it has a sub-wh-system. (Bošković 2021a:23)

This generalization has an apparent counterexample. Cable (2007, 2010) shows that Tlingit has multiple wh-fronting,
but allows quantificational particles to be detached from compositional indeterminate pronouns. I do not discuss this
issue here, because what matters for our purpose is that multiple wh-fronting languages have productive compositional
indeterminate pronouns.
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captures the dependency between compositional indeterminate pronouns and quantificational par-

ticles/affixes. In the absence of quantificational particles/affixes, the operator feature drives move-

ment, since it needs to move to a position from which it can c-command and probe down a goal

under Bošković’s (2007b) refined theory of Agree. Under this proposal, multiple wh-fronting can

and in fact needs to be analyzed as being driven by the unvalued operator feature of each compo-

sitional indeterminate pronoun in the relevant languages. Thus, it follows that if a language has

multiple wh-fronting, it has productive compositional indeterminate pronouns.

Note now that the generalization (41) is a one-way correlation; namely, not all languages that

have compositional indeterminate pronouns are expected to have multiple wh-fronting. In fact,

Japanese has productive compositional indeterminate pronouns, but has wh-in-situ. Recall also

that the current proposal that deduces the generalization is based on Saito’s (2017) analysis of

compositional indeterminate pronouns in Japanese, in which compositional indeterminate pro-

nouns in Japanese undergo covert movement to a licensing position in interrogatives. This raises

an interesting expectation regarding languages that have compositional indeterminate pronouns but

do not have multiple wh-fronting. Crucially, the licensing mechanism of compositional indetermi-

nate pronouns in Japanese is exactly the same as that in multiple wh-fronting languages under the

current proposal; that is, the unvalued operator feature drives movement to a licensing position,

whether it is overt or covert. It is, then, expected that multiple wh-fronting in the above languages

and wh-in-situ in Japanese (and more generally languages with compositional indeterminate pro-

nouns) should exhibit similar properties despite the surface fronting vs. in-situ difference.34

Two sets of data show that this is indeed borne out. The first concerns the superiority effect.

Rudin (1998) observes that multiple wh-fronting in Polish, Serbo-Croatian, and Czech does not

exhibit the superiority effect (see also Bošković 2002b for Russian), as exemplified by Serbo-

Croatian (42).

34. Later I will offer an account of the overt vs. covert distinction in the movement of indeterminate pronouns, the
gist of which is that the realization of a copy at PF is contingent on a focus feature on indeterminate pronouns.
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(42) a. Ko

who

je

has

što

what

kome

to.whom

dao?

given

b. Ko

who

je

has

kome

to.whom

što

what

dao?

given

c. Što

what

je

has

ko

who

kome

to.whom

dao?

given

d. Što

what

je

has

kome

to.whom

ko

who

dao?

given

e. Kome

to.whom

je

has

ko

who

što

what

dao?

given

f. kome

to.whom

je

has

što

what

ko

who

dao?

given

(Rudin 1998:473)‘Who gave what to whom?’

Interestingly, Nishigauchi (1990) observes that Japanese does not show superiority effects.

(43) a. Dare-ga

who-NOM

dare-ni

who-DAT

nani-o

what-ACC

agemashita

gave

ka?

Q

b. Dare-ga

who-NOM

nani-o

what-ACC

dare-ni

who-DAT

agemashita

gave

ka?

Q

c. Nani-o

what-ACC

dare-ga

who-NOM

dare-ni

who-DAT

agemashita

gave

ka?

Q

d. Nani-o

what-ACC

dare-ni

who-DAT

dare-ga

who-NOM

agemashita

gave

ka?

Q

e. Dare-ni

who-DAT

dare-ga

who-NOM

nani-o

what-ACC

agemashita

gave

ka?

Q
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f. Dare-ni

who-DAT

nani-o

what-ACC

dare-ga

who-NOM

agemashita

gave

ka?

Q

(Adapted from Nishigauchi 1990)‘Who gave what to whom?’

Thus, wh-in-situ in Japanese behaves like multiple wh-fronting in Polish, Serbo-Croatian, and

Czech with respect to the absence of the superiority effect, which may be expected if these lan-

guages have the same underlying syntax of wh-questions.35

It should be added here that there are multiple wh-fronting languages which do show the supe-

riority effect, as exemplified by Bulgarian (44).

(44) a. Koj

who

kogo

whom

vižda?

sees

‘Who sees whom?’

b. *Kogo

(Bulgarian: Rudin 1998:472-473)whom

koj

who

vižda?

sees

One might thus argue that the parallelism between multiple wh-fronting and Japanese-type wh-

in-situ does not hold. However, there is an important typological difference between languages

that show the superiority effect and those that do not. Bošković (2008b, 2012) observes that

Czech, Hungarian, Mohawk, Polish, Russian, Serbo-Croatian, Slovenian, and Ukrainian exhibit

no superiority effect, whereas Basque, Bulgarian, Macedonian, Romanian, and Yiddish show the

superiority effect. Crucially, the latter languages have definite articles. Thus, Bošković proposes

the following generalization:

(45) Multiple wh-fronting languages without articles do not display superiority effects (in cases

like (42)).

Interestingly, Bošković (1997a) shows that even in those multiple wh-fronting languages with def-

35. It should be added here that there are some cases where the superiority effect is obtained in Serbo-Croatian and
Japanese; see Bošković (2002b) and Takahashi (1993) respectively. In those cases, there are additional factors such as
an overt Q-particle li in Serbo-Croatian and indeterminate pronouns in different clauses in Japanese. I put aside these
complications here (but see chapter 4 on Serbo-Croatian li).
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inite articles, the superiority effect only applies to the highest indeterminate phrase. Thus, when

there are three indeterminate phrases in Bulgarian, the second and third indeterminate phrases

show no superiority effect, as illustrated in (46).

(46) a. Koj

who

kogo

whom

kakvo

what

e

is

pital?

asked

‘Who asked whom what?’

b. Koj

(Bulgarian: Bošković 1997a:239)who

kakvo

what

kogo

whom

e

is

pital?

asked

Bošković (2002b) proposes that in multiple wh-fronting languages that show the superiority effect,

the highest indeterminate phrase prior to wh-movement undergoes movement to Spec,CP triggered

by a [+wh] feature of C, which is responsible for the superiority effect, whereas in multiple wh-

fronting languages that do not show the superiority effect, C does not have this [+wh] feature and

indeterminate phrases move to a lower position in the C domain (the same essentially applies to

the non-initial indeterminate phrases in Bulgarian (46), hence the lack of the superiority effect).

Bošković (2008b) suggests that the D feature is required for the relevant movement to Spec,CP, and

this D feature is only present in languages that have definite articles, given the argument often made

in the literature that there is a parallelism between DP and CP (see, e.g., Haegeman 2010).36 At

any rate, the superiority effect in the relevant languages is not an inherent property of multiple wh-

fronting per se but obtains because of some additional factor (see chapter 4 for more discussion on

this issue). Thus, I conclude that cases such as (44) do not serve as counterexamples to the above

discussion, and that the parallelism between multiple wh-fronting languages and Japanese-type

wh-in-situ languages holds.37

36. Note that this does not mean that the D feature projects DP in the indeterminate phrases; it can rather be naturally
assumed under the Bare Phrase Structure Theory that it is part of the sets of features that constitute the indeterminate
pronoun and the relevant C head. For related discussion, see chapter 5, where I discuss possibilities for the D-feature
not projecting DP.
37. A possible expectation that may arise from this discussion is that wh-in-situ languages that have productive in-
determinate pronouns and have affixal articles would show the superiority effect for the highest indeterminate phrase,
since such languages are a wh-in-situ version of Bulgarian. Unfortunately, I have not found such a language so far
(note that affixal article languages are relatively rare, and detailed syntactic data of the kind we are discussing here are
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The second set of data that shows similarity between multiple wh-fronting and Japanese-type

wh-in-situ concerns available interpretations in multiple wh-questions. In single wh-fronting lan-

guages such as English, multiple wh-questions only allow a pair-list answer. Thus, a legitimate

answer to (47) would be something like Mary bought a book, John bought bread, Sue bought wine,

..., but not simply Mary bought a book.

(47) (okpair-list/*single-pair)Who bought what?

In contrast, as discussed in Bošković (2001a), Japanese multiple wh-questions allow both a pair-

list answer and a single-pair answer. Thus, (48) can be answered with Mary-ga hon-o katta yo

‘Mary bought a book’.

(48) (okpair-list/oksingle-pair)Dare-ga

who-NOM

nani-o

what-ACC

katta

bought

no?

Q

(Bošković 2001a:2, attributed to Mamoru Saito)‘Who bought what?’

Bošković (2001a) notes that German patterns with English, whereas Chinese and Hindi pattern

with Japanese. He points out that the difference correlates with whether the “interrogative”/indeterminate

pronoun (overtly) moves to Spec,CP; the indeterminate pronouns in English and German move to

Spec,CP, whereas those in Japanese, Chinese, and Hindi do not. He argues that this is further sup-

ported by French, which allows wh-fronting and wh-in-situ. In (49a), where the “interrogative”

pronoun qu(oi) ‘what’ is fronted, only the pair-list answer is possible. In contrast, the single-pair

answer is allowed in (49b), where all the “interrogative” pronouns stay in-situ. Bošković thus

concludes that movement to Spec,CP makes the single-pair answer unavailable.

(49) a. (okpair-list/*single-pair)Qu’a-t-il

what-has-T-he

donné

given

à

to

qui?

whom

‘Whad did he give to whom?’

not always available). I leave investigation of this prediction for future research.
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b. (okpair-list/oksingle-pair)Il

he

a

has

donné

given

quoi

what

à

to

qui?

whom

(Bošković 2001a:3)‘What did he give to whom?’

Crucially, Bošković (2002b) points out that Serbo-Croatian also allows both pair-list and single-

pair answers, on a par with Japanese as well as Chinese, Hindi and wh-in-situ in French, despite

the overt wh-fronting. (50) thus allows a single-pair answer such as ‘Mary bought a book’. See

also Stepanov (1998) for Russian and Citko and Grohmann (2001) for Polish, which behave like

Serbo-Croatian in the relevant respect. Bošković argues that the single-pair answer is available in

these languages because indeterminate pronouns in these languages do not move to Spec,CP.38

(50) (okpair-list/oksingle-pair)Ko

who

je

is

šta

what

kupio?

bought

(Bošković 2001a:3)‘Who bought what?’

What is important in the current context is that the similarity between multiple wh-fronting in

these languages and Japanese with respect to the availability of the single-pair answer is not unex-

pected under the current proposal that they involve the same underlying syntax, despite the surface

placement of indeterminate phrases.

The parallelism between Japanese and multiple wh-fronting languages of the Serbo-Croatian

type is also found when the word order of two indeterminate phrases in the above examples is

changed. Hagstrom (1998) observes that when the lower indeterminate phrase is overtly moved

over the higher indeterminate phrase, the sentence itself is grammatical (that is, there is no superi-

ority effect), but it only has a single-pair reading.

(51) a. (okpair-list/oksingle-pair)Dare-ga

who-NOM

kinoo

yesterday

nani-o

what-ACC

katta

bought

no?

Q

‘Who bought what yesterday?’

38. Bulgarian patterns with English in that it only allows a pair-list answer. Bošković (2002b) attributes this to
movement of an indeterminate phrase to Spec,CP, similarly to the superiority effect discussed above.
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b. (*pair-list/oksingle-pair)Nani-oi

(Hagstrom 1998:74)what-ACC

kinoo

yesterday

dare-ga

who-NOM

ti katta

bought

no?

Q

Interestingly, Bošković (2001a) observes the same pattern in Serbo-Croatian; in (52b), where the

object indeterminate phrase is moved over the subject indeterminate phrase, only the single-pair

answer is possible.

(52) a. (okpair-list/oksingle-pair)Ko

who

je

is

šta

what

kupio?

bought

‘Who bought what?’

b. (*pair-list/oksingle-pair)Štai

(Bošković 2001a:12)what

je

is

ko

who

kupio?

bought

Thus, despite the surface difference regarding the positions of indeterminate pronouns, Japanese

wh-in-situ and multiple wh-fronting (of the Serbo-Croatian type) show similar behavior in the

syntax and semantics. I take this as supportive evidence for my argument that multiple wh-fronting

languages and wh-in-situ of the Japanese type have the same underlying licensing mechanism, i.e.,

movement (overt or covert, see below) of indeterminate pronouns driven by the operator feature

that is also responsible for the productive compositional indeterminate pronominal system. The

only difference between the two types of languages is PF realization of copies, i.e., whether the

highest copy or the lowest copy of the chain is pronounced.

A remaining question is what is responsible for the difference in PF realization of indeterminate

pronouns. A number of authors have proposed that (multiple) wh-fronting is driven by focus (e.g.,

Bošković 1999, 2002b, Horvath 1996, É Kiss 1995, Lambova 2001, Rochemont 1986, Stepanov

1998, Stjepanović 1999, Watanabe 2002). In particular, Watanabe (2002) proposes that overt wh-

fronting in general is triggered by an uninterpretable focus feature. He examines loss of overt

wh-fronting in the history of the Japanese language, and observes that in Old Japanese (in the Nara

period) an indeterminate phrase is overtly fronted with the Q-particle ka attached to (the phrase that

contains) the indeterminate phrase. This is shown in (53a), where the indeterminate phrase + the Q-

106



particle izuku-yu-ka ‘from where’ is located higher than the nominative subject imo-ga ‘my wife’.

In the later periods the Q-particle was located at the sentence-final position and correspondingly

indeterminate phrases stayed in-situ, which is essentially what we find in Present Japanese. The

Q-particle ka was also used to mark a focused constituent in polar questions, which appears higher

than a nominative subject just like indeterminate phrases, as seen in (53b).

(53) a. Kado

gate

tate-te

close-CONJ

to-mo

door-ALSO

sashi-taru-wo

shut-PAST-ACC

izuku-yu-ka

where-through-KA

imo-ga

wife-NOM

iriki-te

enter-CONJ

yume-ni

dream-LOC

mie-tsuru?

appear-PERF

‘From where did my wife come and appear in my dream, despite the fact that I closed

the gate and shut the door?’ (Man’youshuu #3117, Watanabe 2002:182)

b. . . . [Hatsuse-no

Hatsuse-GEN

kawa-ha

river-TOP

ura

shore

na-mi]-ka

absent-ness-KA

fune-no

boat-NOM

yori-ko-nu?

approach-come-NEG

‘Is it because Hatsuse River has no shore that no boat comes near?’

(Man’youshuu #3225, Watanabe 2002:183)

Watanabe thus suggests that ka has a focus feature, which drives movement to Spec,FocP in the left

periphery (Rizzi 1997).39 Watanabe (2004b) also points out that in Imbabura Quechua the focus

marker taj, which expresses exclusivity, is used in wh-questions. This focus marker is obligatory

in wh-questions, and wh-in-situ is not allowed in this language.40

39. Aldridge (2009, 2018) claims that the relevant movement targets a position lower than Spec,CP (see also Bonan
2019, Bošković 2021b, Dadan 2019 and references therein). The choice between these two proposals does not matter
for our discussion here.
40. It is worth adding here that in Ancash Quechua, the presence/absence of taq, which is the cognate of Imbabura
Quechua taj, correlates with wh-fronting/wh-in-situ, as shown in (1).

(i) a. May-man-taqi
where-to-Q

[José
Jose

munan
wants

[María
Maria

ti aywanan-ta]]?
will.go-ACC

‘Where does Jose want Maria to go?’

b. [José
Jose

munan
wants

[María
Maria

may-man
where-to

aywanan-ta]]?
will.go-ACC

(Cole and Hermon 1994:240)‘Where does Jose want Maria to go?’
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(54) a. {Ima-ta-taj}

what-ACC-Q

ya-ngui

think-2PL

[Juan

Juan

{*Ima-ta-taj}

what-ACC-Q

randi-shka]-ta?

bought-C-ACC

(Imbabura Quechua: Cole 1982:21)‘What do you think Juan has bought?’

b. Chay-ta-taj

that-ACC-TAJ

muna-ni

want-1

(Cole 1982:167)‘I want that very one.’

Watanabe (2002) also maintains that this focus feature should be uninterpretable, because it would

be redundant to add an interpretable focus feature to an indeterminate phrase, which itself is in-

herently interpreted as focus. This argument can be elaborated in a Hamblin alternative semantics,

in which “interrogative pronouns”/indeterminate pronouns themselves are assumed to universally

denote a set of individuals whether they undergo overt movement or not (see, e.g., Beck 2006).

In this framework, focus also yields a set of alternatives; for instance, in a sentence [MARY]F

likes John, there are alternatives of individuals in addition to Mary. If an “interrogative pro-

noun”/indeterminate pronoun to be fronted is assigned an interpretable focus feature, it would

have different interpretations depending on whether it undergoes overt movement or not (a set of

individuals in the case of wh-in-situ and a set of sets of individuals in the case of wh-fronting),

which is counterintuitive with respect to their interpretation and complicates the general picture of

semantics of indeterminate pronouns. In fact, I have shown above that multiple wh-fronting (of

the Serbo-Croatian type) and wh-in-situ (of the Japanese type) can receive the same interpretation,

and that compositional indeterminate pronouns, which are naturally assumed to have the same se-

mantic interpretations across the same type of indefinite pronouns (e.g., existential, universal, free

choice), are found in (multiple) wh-fronting languages and wh-in-situ languages. Thus, I concur

with Watanabe (2002) that wh-fronting is derived by an unvalued uninterpretable focus feature.

It is worth noting here that under the current proposal, wh-fronting in languages that have non-

affixal definite articles is solely triggered by an unvalued uninterpretable focus feature. Recall that

I have proposed that DP obligatorily projects above the indeterminate NP in non-affixal article lan-

108



guages. In those languages, the operator feature of the indeterminate NP is valued by the valued

operator feature of the D head that obligatorily projects above the indeterminate NP. Thus, the en-

tire phrase (DP) lacks the unvalued operator feature that would otherwise drive (covert) movement

under Bošković’s (2007b) theory of Agree adopted here. It is, then, expected that “interrogative

pronouns” that do not undergo overt movement and hence lack an unvalued focus feature in those

languages (such as wh-in-situ in multiple wh-questions) should not show movement behavior. This

is indeed supported by parasitic gaps. It is well-known that English wh-fronting licenses parasitic

gaps, as illustrated in (55), where e represents a parasitic gap.

(55) Which articlesi did John file ti without reading ei? (Engdahl 1983:5)

Crucially, in multiple wh-questions, a lower wh-phrase that stays in-situ does not license a parasitic

gap, as shown in (56).

(56) *I forgot who filed which articlesi without reading ei? (Engdahl 1983:14)

The contrast between (55) and (56) indicates that the in-situ wh-phrase in (56) does not undergo

movement in narrow syntax.

It should be immediately added here that the failure to license the parasitic gap in (56) cannot

be attributed to the surface position of the in-situ wh-phrase. Bošković (2002b) observes that in

Romanian, a multiple wh-fronting language, parasitic gaps are licensed by an indeterminate phrase

that appears to stay in-situ when there is another homophonous indeterminate phrase, as shown in

(57), where there are two instances of ce ‘what’ and the lower one is pronounced in the base

position.41

(57) Ce

what

precede

precedes

cei

what

fără

without

să

SUBJ.PART

influenţeze

influences

ei?

(Bošković 2002b:374)Lit. ‘What precedes what without influencing?’

If an in-situ “interrogative pronoun”/indeterminate pronoun in general could not license a parasitic

41. Note that paragistic gaps are not universally available. Bošković (2002b) notes that Bulgarian and Serbo-Croatian
lack parasitic gaps in general, so the test in the text is not applicable.
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gap, it would be mysterious why the parasitic gap in (57) is licensed by the in-situ indeterminate

pronoun ce. Notice that the current proposal can straightforwardly account for the contrast between

(56) and (57). In (56), the in-situ wh-phrase has no unvalued feature that would trigger movement,

since the operator feature of the indeterminate NP is valued by that of the D head above the indeter-

minate NP, and this D does not have an unvalued focus feature (this is contrasted with the fronted

wh-phrase in (55), whose operator feature is valued but which has an unvalued focus feature that

triggers overt movement). On the other hand, the in-situ indeterminate pronoun in (57) has an un-

valued operator feature (note that Romanian has productive compositional indeterminate pronouns

and hence lacks D above indeterminate NPs), so that it undergoes movement to the C domain in

narrow syntax (and the lowest copy is pronounced because the sequence of the homophonous in-

determinate pronouns, i.e., ce ce is banned by a PF constraint; see Bošković 2002b for discussion).

Thus, I conclude that English wh-in-situ indeed does not undergo movement in narrow syntax,

which is correctly captured by the current proposal regarding the structure of wh-phrases and overt

wh-fronting.

It is worth adding French here, which lacks compositional indeterminate pronouns and allows

both wh-fronting and wh-in-situ. Bošković (2002b) observes that in French, overt wh-fronting

licenses parasitic gaps, whereas wh-in-situ does not, as illustrated in (58).

(58) a. Qu’i-a-t-il

what-has-T-he

lu

read

ti sans

without

classer

filing

ei?

‘What has he read without filing?’

b. *Il

he

a

has

lu

read

quoii

what

sans

without

classer

filing

ei?

(French, Bošković 2002b:376)‘What has he read without filing?’

Since French lacks productive compositional indeterminate pronouns and has non-affixal definite

articles, “interrogative pronouns” in French should be analyzed as having the same structure as

those in English; D with the valued operator feature projects DP above the indeterminate NP. Wh-
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fronting is then triggered by a focus feature as in English, and wh-in-situ does not move in narrow

syntax due to the lack of a feature that would trigger movement. Thus, the failure to license the

parasitic gap in (58b) can be capture by the current proposal.42

How about wh-in-situ languages, then? Given the current proposal that compositional indeter-

minate pronouns in Japanese undergo covert movement due to their operator feature, it is predicted

that Japanese wh-in-situ should also license parasitic gaps just like Romanian wh-in-situ. Unfor-

tunately, this is difficult to test, since Japanese is a radical pro-drop language and hence it is not

immediately clear whether the relevant gap is a parasitic gap or pro. In fact, this issue has been

controversial in the literature. Takahashi (2006) claims that apparent parasitic gaps in Japanese are

ellipsis sites, while Abe (2011) argues that Japanese indeed allows real parasitic gaps. Hirayama

(2018), on the other hand, proposes that what look like parasitic gaps in Japanese are best analyzed

as pro. Discussing this issue is well beyond the scope of this dissertation, and it remains to be

investigated whether the above prediction will be borne out.

Still, there is another prediction regarding parasitic gaps with wh-in-situ. Specifically, since

bare indeterminate pronouns lack the operator feature that would drive movement under the current

proposal, it is predicted that bare indeterminate pronouns cannot license parasitic gaps. This is

borne out in Chinese. Lin (2005) observes that Chinese wh-in-situ does not license parasitic gaps

despite the availability of object pro, as shown in (59). This is contrasted with (60), where the

indeterminate phrase is left-dislocated and the parasitic gap is licensed.

(59) a. *Laowang

Laowang

[zai

at

hujian

meet

ei zhiiqian]

before

jiu

already

kaichu-le

fire-ASP

sheii?

who

‘Who did Laowang fire before meeting?’

b. *Laowang

Laowang

[zai

at

do-guo

read-EXP

ei zhihou]

after

jiu

then

diudiao-le

throw-ASP

sheme

what

wenjiani?

document

(Lin 2005:299)‘Which document did Laowang throw away right after reading?’

42. Malay behaves similarly to French in the relevant respect. See footnote 43 for discussion.
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(60) a. Sheii

who

Laowang

Laowang

[zai

at

hujian

meet

ei zhiiqian]

before

jiu

already

kaichu-le?

fire-ASP

‘Who did Laowang fire before meeting?’

b. Sheme

what

wenjiani

document

Laowang

Laowang

[zai

at

do-guo

read-EXP

ei zhihou]

after

jiu

then

diudiao-le?

throw-ASP

(Lin 2005:300)‘Which document did Laowang throw away right after reading?’

One may wonder if the left-dislocation in (60) involves movement, since it is well-known that Chi-

nese left-dislocation does not show island effects, as seen in (61), hence the left-dislocated element

in (59) could be base-generated there. However, Lin points out that left-dislocation of an inde-

terminate phrase exhibits island sensitivity, as seen in (62). This indicates that the indeterminate

phrases in (60) have undergone A′-movement, licensing the parasitic gaps.

(61) Weiyui

tuna

Laowang

Laowang

yu-guo

meet-EXP

[island xihuan

like

ti de]

MOD

ren.

person

(Lin 2005:300)‘Tuna, Laowang has met persons who like [it].’

(62) *Shenme

what

youi

fish

Laowang

Laowang

yu-guo

meet-EXP

[island xihuan

like

ti de]

MOD

ren

person

(Lin 2005:300)‘What fish is it such that Laowang met persons who like it?’

Lin further notes that left-dislocation of non-indeterminate phrases also license parasitic gaps, as

shown in (63). Interestingly, when there is a parasitic gap, left-dislocation of non-indeterminate

phrases shows island-sensitivity as seen in (64), which indicates that the non-indeterminate phrases

are not base-generated in the surface position but moved from the complement of the matrix verb.

(63) a. Xiaolii

Xiaoli

Laowang

Laowang

[zai

at

hujian

meet

ei zhiiqian]

before

jiu

already

kaichu-le.

fire-ASP

‘Xiaoli, Laowang fire before meeting.’
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b. Zhefen

this

wenjiani

document

Laowang

Laowang

[zai

at

do-guo

read-EXP

ei zhihou]

after

jiu

then

diudiao-le.

throw-ASP

(Lin 2005:301)‘This document, Laowang throw away right after reading.’

(64) a. *Xiaolii

Xiaoli

Laowang

Laowang

[zai

at

huijian

meet

ei zhiqian]

before

jiu

already

tingdao

hear

[island Zhangsan

Zhangsan

kaichu-le

throw-ASP

ti] de

MOD

xiaoxi.

news

‘Xiaoli, Laowang heard the news before meeting [him] that Zhangsan fired [him].’

b. *Zhefen

this

wenjiani

document

Laowang

Laowang

[zai

at

du-guo

read-EXP

ei zhihou]

after

jiu

then

tingdao

hear

[island Zhangsan

Zhangsan

diudiao-le

throw-ASP

ti] de

MOD

xiaoxi

news

‘This document, Laowang heard the news right after reading [it] that Zhangsan threw

[it] away.’ (Lin 2005:301)

Thus, Lin concludes that the gaps in (60) and (63) are licensed by A′-movement (i.e., left-dislocation)

and that Chinese has parasitic gaps, which cannot be licensed by in-situ indeterminate pronouns

as in (59). This is predicted by the current proposal, since bare indeterminate pronouns do not

undergo movement in narrow syntax due to the lack of the operator feature, unlike compositional

indeterminate pronouns.43

43. As mentioned in footnote 42, Malay is a language where wh-fronting is optional like French. Bošković (2002b)
observes that, just as in French, wh-fronting licenses a parasitic gap, whereas wh-in-situ does not, as seen in (i).

(i) a. Buku
book

yang
that

manai
which

kamu
you

aturkan
filed

ti tanpa
without

baca
reading

ei?

‘Which book did you file without reading?’

b. *Kamu
you

aturkan
filed

buku
book

yang
that

manai
which

tanpa
without

baca
reading

ei?

(Bošković 2002b:376)‘Which book did you file without reading?’

Cole and Hermon (1998:240, fn.26) mention that for indefinite usages Malay indeterminate pronouns need to be
reduplicated or accompany the morpheme pun, and consider them to be similar to those in Japanese (though they do
not provide examples; see also Haspelmath 1997). One might then argue that Malay serves as a counterexample to
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3.4.3 Different types of wh-in-situ

In section 3.2, we saw that indeterminate pronouns in Japanese and Chinese show different behav-

ior in a number of respects. Specifically, indeterminate pronouns in Japanese need to be accompa-

nied by a quantificational particle (i.e., compositional indeterminate pronouns), whereas those in

Chinese need not (i.e., bare indeterminate pronouns). In addition, Japanese wh-in-situ is subject

to wh-islands, whereas Chinese wh-in-situ is not. Saito (2017) argues that Japanese compositional

indeterminate pronouns have an unvalued operator feature that needs to Agree with a licenser

(interrogative C or a quantificational particle) and undergoes covert movement in interrogatives,

whereas Chinese bare indeterminate pronouns lack it and hence do not move (and are licensed by

unselective binding), a difference which I have shown is confirmed by anaphor binding effects.

Thus, the parameter behind Japanese-type compositional indeterminate pronouns and Chinese-

type bare indeterminate pronouns is the presence/absence of the operator feature on indeterminate

pronouns (more specifically, on N).

In this subsection, I discuss other types of wh-in-situ, which look similar to that of Japanese

or Chinese at a first glance. I show that in Sinhala, which appears to have a compositional in-

determinate pronominal system like Japanese and has received uniform analyses of the syntax

of wh-in-situ with Japanese in the literature, wh-in-situ actually behaves differently from that of

Japanese. I also demonstrate that Vietnamese wh-in-situ behaves differently from that of Chinese

even though Vietnamese has bare indeterminate pronouns just like Chinese. I argue that the be-

havior of indeterminate pronouns in these languages can be naturally captured under the current

parameterization of indeterminate pronouns.

the current proposal. Crucially, however, Cole and Hermon (1998) observe that wh-in-situ in Malay does not exhibit
island sensitivity, just like wh-in-situ in Chinese. We can then conclude that indeterminate pronouns in Malay do
not have an unvalued operator feature, and hence do not move in narrow syntax at all in the case of wh-in-situ. For
the apparent compositional indeterminate system, see section 3.4.3 for a relevant discussion of Sinhala, which can be
extended to Malay.
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Sinhala

The syntax of wh-questions in Sinhala has received a fair amount of attention in the syntactic liter-

ature (e.g., Cable 2007, 2010, Hagstrom 1998, Kishimoto 1992, 2005, Sumangala 1992). Sinhala

wh-questions involve an in-situ indeterminate phrase and a Q-particle d@.

(65) Chitra

Chitra

mon@wa

what

d@

Q

gatte?

bought.E

(Kishimoto 2005:3)‘What did Chitra buy?’

Sinhala also has compositional indeterminate pronouns, as illustrated in (66) (cf. Kishimoto 1992,

2005).

(66) a. mon@wa-hari

what-HARI

‘something’

b. mon@wa-t

what-T

‘everything, anything’

Given the presence of compositional indeterminate pronouns in Sinhala, one might expect that wh-

in-situ in this language would behave like that in Japanese. In fact, Sinhala wh-in-situ can occur

inside an island similarly to Japanese wh-in-situ, as illustrated in (67) and (68).

(67) [adjunct island Chitra

Chitra

mon@wa

what

kan@

ate

kot@]

time

d@

Q

Ranjit

Ranjit

pudum@

surprised

unee?

became.E

(Sinhala, Kishimoto 2005:30)‘Ranjit was surprised when Chitra ate what?’

(68) [adjunct island Mary-ga

Mary-NOM

nani-o

what-ACC

tabeta

ate

toki]-ni

time-at

John-wa

John-TOP

odoroita

got.surprised

no?

Q

(Japanese)‘John was surprised because Mary ate what?’
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Previous works have indeed proposed unified analyses of wh-in-situ in Sinhala and Japanese. For

instance, Hagstrom (1998) and Kishimoto (2005) propose that the Q-particle but not the indetermi-

nate pronoun moves to the licensing C, covertly in Sinhala and overtly in Japanese. In the default

case like (65), the Q-particle is base-generated with the indeterminate pronoun, whereas in the

cases such as (67) where the indeterminate pronoun is embedded inside an island, the Q-particle is

base-generated at the edge of the island.

However, in section 3.3.1 I argued that wh-in-situ in Japanese actually moves covertly, contra

Hagstrom’s claim. Specifically, if a local anaphor, which itself cannot refer to the matrix subject as

seen in (69a), is contained in an indeterminate phrase, it can refer to the matrix subject, as shown

in (69b) (these examples are repeated from (18)).

(69) a. *Maryi-wa

Mary-TOP

[John-ga

John-NOM

kanojo-jishini-no

her-self-GEN

ronbun-o

paper-ACC

yonda

read

to]

C

shitta.

found.out

Lit: ‘Mary found out that John had read herself’s paper.’

b. Maryi-wa

Mary-TOP

[John-ga

John-NOM

dono-kanojo-jishini-no

which-her-self-GEN

ronbun-o

paper-ACC

yonda

read

ka]

Q

shitteiru.

know

Lit: ‘Mary knows which herself’s paper John had read.’

I argued that this contrast shows that the indeterminate phrase covertly moves to the edge of the

embedded interrogative CP. If the indeterminate phrase were to stay in-situ in narrow syntax as

Hagstrom (1998) proposes, the contrast would be mysterious.44

At any rate, there is a crucial difference between Sinhala and Japanese regarding island sensi-

tivity of wh-in-situ. As we saw in section 3.3.1, Japanese wh-in-situ is sensitive to wh-islands, as

shown in (70), repeated from (12).

44. The behavior of Sinhala in this respect remains to be verified, which I leave for future work.
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(70) Tanaka-kun-wa

Tanaka-DIM-TOP

[dare-ga

who-NOM

nani-o

what-ACC

tabeta

ate

ka]

Q

oboeteimasu

remember

ka?

Q

‘Does Tanaka remember who are what?’

NOT ‘For which x, x a person, does Tanaka remember what x ate?’

NOT ‘For which y, y a thing, does Tanaka remember who ate y?’

In contrast, Sinhala wh-in-situ is not subject to wh-islands, as shown in (71).

(71) Ranjit

Ranjit

[Chitra

Chitra

mon@wa

what

kieuwa

read.A

d@-nædd@

whether

kiy@la]

that

d@

Q

danne?

know.E

(Kishimoto 2005:30)‘For which x, x a thing, Ranjit knows whether Chitra read x?’

Saito (2017) argues that the sensitivity of Japanese wh-in-situ to wh-islands in (70) is due to covert

movement of the wh-phrase, the view I have also taken here. We are, then, led to conclude that

wh-in-situ in Sinhala does not undergo covert movement, unlike that in Japanese.

Kishimoto (2005), who attempts to unify wh-in-situ in Japanese and Sinhala, acknowledges

this contrast between these two languages, and suggests in his footnote 27 that ‘whether’ blocks

binding between Q and an indeterminate pronoun in Japanese, whereas it does not in Sinhala some-

how. If we unify the syntax of wh-in-situ in Sinhala and Japanese under Saito’s (2017) proposal,

Kishimoto’s suggestion could be restated in a way that ‘whether’ does not constitute a wh-island in

Sinhala. However, there is strong evidence against this. Crucially, Kishimoto himself shows that

when the Q-particle occurs inside a wh-island, the sentence is unacceptable, as seen in (72).

(72) ?*Ranjit

Ranjit

[Chitra

Chitra

mon@wa

what

d@

Q

kieuwa

read.A

d@-nædd@

whether

kiy@la]

that

danne?

know.E

(Kishimoto 2005:29)‘Ranjit knows whether Chitra read what?’

(72) shows that wh-questions in Sinhala are indeed subject to wh-islands, which indicates that

some element associated with the indeterminate phrase undergoes movement. But what is moving

in Sinhala wh-question? Given that indeterminate pronouns themselves do not move as argued
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above, we are led to conclude that the Q-particle undergoes covert movement from the surface

position to the licensing C domain, as Hagstrom (1998) and Kishimoto (2005) propose.45 What is

important here is that Sinhala wh-questios involve a different syntactic mechanism than Japanese

wh-questions (or Chinese wh-questions).

What does this mean for the current proposal? Since we have concluded that indeterminate

pronouns in Sinhala do not undergo (covert) movement, we are led to analyze them as lacking an

unvalued uninterpretable operator feature, unlike those in Japanese; otherwise, the operator feature

would trigger (covert) movement of the indeterminate pronouns. Instead, the Q-particle, which

is analyzed as moving, should have the relevant feature. Recall now that Sinhala has composi-

tional indeterminate pronouns, just like Japanese (note also that Sinhala lacks definite articles just

like Japanese). In my account, compositional indeterminate pronouns undergo agreement with a

quantificational particle to value their operator feature. But we have concluded that Sinhala indeter-

minate pronouns lack the relevant feature. Does this mean that the above account of indeterminate

pronouns needs to be modified or even abandoned?

The answer is negative. Note that the operator feature of compositional indeterminate pro-

nouns of the Japanese type is an unvalued uninterpretable feature, so its role is solely to ensure a

syntactic dependency between a compositional indeterminate pronoun and its licenser; it does not

contribute to the interpretation of the indeterminate pronoun. Rather, the quantificational force of

indeterminate pronouns is determined by a quantificational element in a given language (in other

words, indeterminate pronouns universally denote a set of alternatives in the sense of a Hamblin

45. Yang (2021) proposes a slightly but significantly different Q-movement analysis of Sinhala wh-in-situ. Specifi-
cally, she argues that the apparent wh-island effect in (72) is not due to the movement of the Q-particle per se, but due
to the placement of realization of copies of the Q-particle. One of her striking arguments is that even if the embedded
clause is a non-island, the Q-particle cannot be located inside the embedded clause for long-distance questions, as seen
in (i).

(i) a. *[Ranjit
Ranjit

mon@wa
what

d@
Q

gatta
bought

kiy@la]
that

kiuwe?
said.E

b. [Ranjit
Ranjit

mon@wa
what

gatta
bought

kiy@la]
that

d@
Q

kiuwe?
said.E

(Yang 2021:28)‘What did you say that Ranjit bought?’

See Yang (2021) for more extensive discussion. What is important for the current purpose is that Sinhala wh-in-situ is
analyzed as involving a different licensing mechanism than Japanese wh-in-situ.
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alternative semantics). It is, then, logically possible that indeterminate pronouns that lack the

operator feature in question can be dependent on a quantificational particle with respect to their

quantificational force. Those indeterminate pronouns are simply not syntactically dependent on

any element, and their interpretation is purely determined in the semantics. In fact, even bare in-

determinate pronouns in, e.g., Chinese, which are analyzed as lacking the feature in question, can

co-occur with a quantificational element, which then determines the interpretation of the bare in-

determinate pronouns. (73) shows that dou ‘all’ and ye ‘also’ provide the universal quantificational

force for the bare indeterminate pronouns in Chinese.

(73) Ta

he

shenme

what

dou/ye

all/also

xihuan.

like

(Chinese, Li 1992:148)‘He likes everything.’

Turning back to Sinhala, the apparent compositional indeterminate pronouns in Sinhala can be

analyzed in the same way as bare indeterminate pronouns in Chinese in the relevant respect. The

indeterminate pronouns in Sinhala lack the operator feature and hence do not need syntactic licens-

ing, just as those in Chinese, with the quantificational force of the relevant pronouns determined

by the quantificational particles (the only difference being that Sinhala indeterminate pronouns are

accompanied by a particle for the indefinite interpretation unlike those in Chinese).

More generally, my proposal regarding indeterminate pronouns is a one-way correlation; in-

determinate pronouns that have an unvalued uninterpretable operator feature in languages where

DP need not project above them must be compositional indeterminate pronouns, but indeterminate

pronouns that lack the feature can be either compositional indeterminate pronouns or bare inde-

terminate pronouns. Indeterminate pronouns in Sinhala thus fall under one of the types that the

current proposal predicts.
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Vietnamese

Another wh-in-situ language that is of particular interest in the current context is Vietnamese. As

shown in (74), indeterminate pronouns in Vietnamese do not undergo overt wh-fronting.

(74) a. Tân

Tan

mua

buy

gì?

what

‘What does Tan buy?’

b. *Gì

what

Tân

Tan

mua

buy

ti?

(Bruening and Tran 2006:320)‘What does Tan buy?’

Vietnamese also allows bare indeterminate pronouns, as seen in (75).

(75) Tân

Tan

không

NEG

gă
˙
p

meet

ai.

who

(Tran 2009:141)‘Tan does/did not meet anyone.’

In addition, Vietnamese wh-questions are not sensitive to wh-islands when a sentence final particle

is added, as illustrated in (76).

(76) Anh

you

muốn

want

biết

know

[ai

who

ăn

eat

cái gì]

what

vâ
˙
y/thế?

PRT

‘For which y, you want to know for which x, x ate y?’ or

‘For which x, you want to know for which y, x ate y?’ (Tran 2009:211)

Thus, at a first glance, Vietnamese seems to be similar to Chinese, where bare indeterminate pro-

nouns are allowed and wh-in-situ is not sensitive to wh-islands.

Interestingly, however, when a sentence final particle is absent, Vietnamese wh-in-situ shows

island sensitivity. Tran (2009:210) notes that “[i]f [(77)] is uttered out of the blue, with a neutral

intonation, the embedded reading is the most prominent one”.46

46. Tran also mentions that one of the indeterminate pronouns can be interpreted in the matrix clause when a heavy
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(77) Anh ấy

he

muốn

want

biết

know

[ai

who

ăn

eat

cái gì]?

what

(Tran 2009:211)‘He wants to know for which person x, for which thing y, x ate y.’

In the absence of a sentence final particle, wh-in-situ in Vietnamese is also sensitive to other islands

such as adjunct island, as shown in (78). This is contrasted with Japanese, where wh-in-situ can be

embedded in islands other than wh-islands as seen above.

(78) Tân

Tan

sẽ

ASP

thua

lose

cuŏ
˙
c

event

[adjunct island vì

because

ai

who

làm

make

hu’

damage

xe

vehicle

cua

belong

anh ta]

he

*(thế)?

PRT

(Bruening and Tran 2006:327)‘Tan will lose the race because who damaged his car?’

Based on these observations, Bruening and Tran (2006) propose that wh-in-situ in Vietnamese

in the absence of a sentence final particle undergoes covert movement, whereas in the presence

of a sentence final particle wh-in-situ is licensed by unselective binding. Their proposal can be

straightforwardly accommodated under my proposal on the feature specification of indeterminate

pronouns. Vietnamese is a language which allows two options for feature specification of indeter-

minate pronouns; having an unvalued operator feature or lacking it. In the case of wh-questions,

when there is an unselective binder in the numeration, which is a sentence final particle, the latter

option is chosen, and when it is not chosen in the numeration, indeterminate pronouns have an

unvalued operator feature for licensing.

If indeterminate pronouns in Vietnamese can have an unvalued operator feature, it is expected

that they can behave as compositional indeterminate pronouns (note that Vietnamese is an article-

less language). This is indeed borne out. As shown in (79), an existential quantifier with the

specific reading (taking scope over negation) is composed of an indeterminate pronoun and the

stress is put on it. This is similar to Japanese wh-in-situ in a wh-island, which can also take scope in the matrix clause
if it has a heavy stress (see, e.g., Ishihara 2003).
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demonstrative ąó (see section 3.2.2 for relevance of a particle/affix for the wide scope interpre-

tation). Note that this option is not available in Chinese, which is analyzed here as lacking the

operator feature on indeterminate pronouns altogether. Recall that Vietnamese also allows bare

indeterminate pronouns as repeated in (80), which takes narrow scope relative to the negation. In

this case, the indeterminate pronoun lacks the operator feature, just like those in Chinese.

(79) (∃ > ¬)Tân

Tan

không

NEG

gă
˙
p

meet

ai

who

ąó.

DEM

(Tran 2009:159)‘Tan does/did not meet someone.’

(80) (¬ > ∃)Tân

Tan

không

NEG

gă
˙
p

meet

ai.

who

(Tran 2009:141)‘Tan does/did not meet anyone.’

Thus, the dual nature of wh-in-situ in Vietnamese, i.e., the presence/absence of covert movement,

can be captured by the current proposal on the feature specifications of indeterminate pronouns.

3.5 Conclusion of the chapter

In this chapter, I have discussed morpho-syntactic properties of indefinite pronouns from a typo-

logical perspective. I have first divided “interrogative-based” indefinite pronouns in Haspelmath’s

(1997) sense into two types from their morphological composition; compositional indeterminate

pronouns and bare indeterminate pronouns. This distinction is supported by their semantic as well

as syntactic properties. I have also introduced a revised version of Saito’s (2017) analysis of the

two types of indeterminate pronouns. I have then established the novel descriptive generalization

that languages that have compositional indeterminate pronouns either lack definite articles or have

affixal definite articles. As a deduction of this generalization, I have proposed that compositional

indeterminate pronouns are NPs and have an unvalued uninterpretable operator feature; in article-

less languages and affixal article languages a quantificational particle can project above composi-
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tional indeterminate pronouns and provide a quantificational force, whereas in non-affixal article

languages a D head that bears a valued operator feature necessarily projects above compositional

indeterminate pronouns and marks them as question words.

I have then discussed consequences and extensions of this proposal for various aspects of the

syntax of wh-questions. I have shown that multiple wh-fronting and wh-in-situ of the Japanese

type show similar behavior in several respects regardless of the apparently different placement of

indeterminate pronouns, and argued that this is naturally explained by the current proposal. I have

also argued that the difference between multiple wh-fronting languages and single wh-fronting

languages such as English with respect to the behavior of wh-in-situ follows from the current

proposal. In addition, it has been demonstrated that the proposed account can capture various

types of wh-in-situ via feature specifications of indeterminate pronouns in a given language.
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Chapter 4

Large-scale Pied-piping, Weak Heads, and

Deduction of Agree from Minimal Search

4.1 Introduction

In chapter 3, I discussed the typology of indefinite pronouns and the syntax of wh-questions. In

particular, I proposed a new classification of indefinite pronouns. The relevant definitions are given

in (1) and (2), which are exemplified in (3) and (4), respectively.

(1) DEFINITION 1: A bare indeterminate pronoun is a pronoun whose interrogative and indefinite

usages have the same form.

(2) DEFINITION 2: A compositional indeterminate pronoun is a pronoun which functions as a

pronoun in the context with interrogative force or as an indefinite pronoun when a specific

quantificational particle/affix is added to it.

(3) Chinese

a. Ta

he

yiwei

think

wo

I

xihuan

like

shenme.

what

‘He thinks I like something.’
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b. Ta

he

yiwei

think

wo

I

xihuan

like

shenme?

what

(Li 1992:125)‘What does he think I like?’

(4) Japanese

a. Kare-wa

he-TOP

watashi-ga

I-NOM

nani-*(ka)-ga

what-KA-NOM

sukida

like

to

C

omotteiru.

think

‘He thinks I like something.’

b. Kare-wa

he-TOP

watashi-ga

I-NOM

nani-(*ka)-ga

what-KA-NOM

sukida

like

to

C

omotteiru

think

no?

Q

‘What does he think I like?’

I showed in chapter 3 that bare indeterminate pronouns and compositional indeterminate pronouns

exhibit different syntactic and semantic behavior, and argued that the differences can be captured

by a parameterization of the feature specification of the two types of indeterminate pronouns.

Specifically, compositional indeterminate pronouns have an unvalued uninterpretable operator fea-

ture, whereas bare indeterminate pronouns lack it. In addition, I argued that the proposed parame-

terization of the relevant indefinite pronouns can be extended to capture the typology of the syntax

of wh-questions.

In this chapter, I discuss yet another domain in which compositional indeterminate pronouns

correlate with a particular type of the syntax of wh-questions. Specifically, I introduce Watanabe’s

(2004b) observation that the availability of productive compositional indeterminate pronouns in

my terminology is a prerequisite for large-scale pied-piping. I then discuss another factor that is

relevant for the availability of large-scale pied-piping. In particular, I show that the SOV word

order, or more precisely head-finality of the projection to be pied-piped, is crucial for large-scale

pied-piping. I thus establish a novel cross-linguistic generalization regarding large-scale pied-

piping. In order to deduce this new generalization, I propose a morpho-syntactic condition on
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“weak heads” under Chomsky’s (2015) labeling framework, in which weak heads are realized as

bound morphemes, as well as a criterion for determining weak heads, which generalizes the notion

of weak heads to all heads that have unvalued features at the point of External Merge. I then show

that this conception of weak heads captures the availability of large-scale pied-piping, tied with

a cross-linguistic morphological difference between head-initial and head-final complementizers

observed by Inaba (2011).

In addition, I demonstrate that this new conception of weak heads allows, and in fact requires,

us to deduce Agree from Minimal Search, which is a third factor principle external to UG. In other

words, we can eliminate Agree from the computational system of language and hence minimize

UG. I also show that this deduction can capture the variation in the superiority effects that is

found with multiple wh-questions in combination with Epstein et al.’s (2020) path-based theory of

Minimal Search and feature valuation.

Finally, I discuss Bošković’s (2008a) generalization that D-linked and relative indeterminate

phrases are insensitive to multiple wh-islands in languages with affixal definite articles, from the

perspective of the labeling framework discussed here. I propose that this generalization can be

captured by the syntactic nature of a head amalgam created by External Pair-Merge of two heads

in Epstein et al.’s (2016) sense, once we consider the timing of the visibility of one of the two

heads for Minimal Search in this configuration.

This chapter is organized as follows. In section 4.2 I establish a new cross-linguistic generaliza-

tion regarding large-scale pied-piping. In section 4.3, I offer a deduction of the generalization by

proposing a new morpho-syntactic condition and a criterion regarding weak heads in Chomsky’s

(2015) sense, as well as accommodating Inaba’s (2011) observation that head-final complemen-

tizers are generally affixal. In section 4.4, I argue for a deduction of Agree from Minimal Search

based on the proposed criterion for weak heads, and account for variation in the superiority effects

with wh-questions based on Epstein et al.’s (2020) theory of Minimal Search. In section 4.5, I dis-

cuss Bošković’s (2008a) generalization regarding insensitivity of D-linked/relative indeterminate

phrases to multiple wh-islands in affixal article languages from the perspective of the labeling the-
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ory, providing a deduction of his generalization based on the visibility of weak heads, which also

resolves some technical issues in Bošković’s original proposal. Section 4.6 concludes the chapter.

4.2 Large-scale pied-piping: A novel generalization

In some languages, an entire clause containing an indeterminate pronoun rather than the indeter-

minate pronoun itself can undergo movement to the licensing position of indeterminate pronouns

in interrogatives. This phenomenon is called large-scale pied-piping. This is illustrated in Basque

(5) and Imbabura Quechua (6).

(5) [Nor

who

joango

go

d-ela]i

AUX-C

esan

say

du

AUX

Jon-ek

John-ERG

ti?

(Basque: Ortiz de Urbina 1989:248)‘Who has John said will go?’

(6) [Ima-ta

what-ACC

wawa

child

miku-chun-taj]i

eat-FIN-Q

Maria

Maria

ti muna-n?

want-TNS.AGR

(Imbabura Quechua: Hermon 1984:152)‘What does Mary want (that) the child eat?’

Large-scale pied-piping can also move an entire island that contains an indeterminate pronoun to a

licensing position of an indeterminate pronoun without inducing island effects. In (7) and (8), the

relative clause, which constitutes a complex NP island, is pied-piped by the indeterminate pronoun,

without the island effect being obtained.

(7) [[Nork

who.ERG

idatzi

write

zuen]

AUX

liburua]

book

irakurri

read

du

AUX

Peruk?

Peter.ERG

(Basque: Ortiz de Urbina 1989:249)‘Who did Peter read the book that (he) wrote?’

(8) [[Ima-ta

what-ACC

randi-shka]

buy-C

runa]-ta-taj

man-ACC-Q

riku-rka-ngui?

see-PAST-2

(Imbabura Quechua: Cole 1982:24)‘What did you see the man who bought (it)?’
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Interestingly, Watanabe (2004b) points out that Basque and Imbabura Quechua have productive

compositional indeterminate pronouns in my terminology.1 Watanabe thus suggests the following

generalization (adapted to the current terminology):

(9) Languages that allow large-scale pied-piping have productive compositional indeterminate

pronouns.

As Watanabe suggests, Old Japanese is a language of this type. He points out that Old Japanese

had compositional indeterminate pronouns, as shown in (10).

(10) a. Universal Quantification

. . . itsu-mo

when-also

itsu-mo

when-also

hito-no

person-NOM

yurusa-mu

accept-will

koto-wo-shi

word-ACC-PRT

mata-mu.

wait.for-will

‘I will always wait for the woman to accept me.’

(Man’youshuu #2770, Watanabe 2004b:76)
b. Negative Polarity

. . . tare-to

who-QUOT

ihu

say

hito-mo

person-also

kimi-ni-ha

you-than-TOP

masa-ji.

superior-NEG

(Man’youshuu #2628, Watanabe 2004b:77)‘Nobody would be nicer than you.’

Aldridge (2009) shows that an indeterminate pronoun in Old Japanese can be embedded in an

island, which is fronted to a licensing position of indeterminate pronouns in interrogatives, as seen

in (11). This can be analyzed as a case of large-scale pied-piping on a par with (7) and (8).

(11) Kono

this

toki-fa

time-TOP

[adjunct island ika-ni

how-DAT

si-tutu]-ka

do-while-KA

na-ga

you-NOM

yo-fa

world-TOP

wataru?

pass

‘At this time, you pass through this world doing what?’

(Man’youshuu #892, Aldridge 2009:560)

The generalization (9) is also confirmed by Latin, which had productive compositional inde-

1. Watanabe (2004b) also claims that languages that have head-internal relative clauses have compositional indeter-
minate pronouns. However, Hiraiwa (2009) shows that Gur languages, which do not have compositional indeterminate
pronouns, have head-internal relative clauses.
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terminate pronouns. Danckaert (2012) shows that Latin allowed large-scale pied-piping of adjunct

clauses by indeterminate pronouns, as seen in (12).

(12) a. [adjunct island Qu-am

which-ACC

utilitat-em

use-ACC

aut

or

qu-em

which-ACC

fructu-m

benefit-ACC

petent-es]

searching-NOM

sci-re

know-PR-INF

cup-imus

desire-PR.1PL

illa,

those.ACC

quae

which.NOM

occult-a

hidden-NOM

nobis

us.DAT

sunt?

be.PR.3PL

‘With which goal or benefit do we desire to know those things which are hidden for us?’

(Cicero. Fin. 3.37, Danckaert 2012:173)

b. Tu

you.NOM

uero

PRT

[adjunct island [qu-ibus

which-ABL

re-bus

deeds-ABL

gest-is]

done-ABL

(&) [qu-o

which-ABL

host-e

enemy-ABL

superat-o]]

defeated-ABL

contion-em

assembly-ACC

aduoca-re

convoke-PR.INF

aus-us

dared-NOM

es?

be.PR.2SG

‘Which deeds have you been accomplished, which enemy has been defeated so that you

dared to convoke the assembly?’ (Cicero. Ver. 3.185, Danckaert 2012:173)

Bengali, which has compositional indeterminate pronouns, also supports the generalization.

Bengali is regularly an SOV language, but an object can be moved rightward. This rightward

movement is generally a marked option, but if a complement clause follows the matrix verb, it is

not marked at all (Bayer 1996). The two possible positions of a complement clause are shown in

(13).2

(13) a. chele-Ta

boy-CF

jan-e

know-3

na

not

[baba

father

aS-be]

come-FUT.3

‘The boy doesn’t know that (his) father will come.’

b. chele-Ta

(Bayer 1996:254)boy-CF

[baba

father

aS-be]

come-FUT.3

jan-e

know-3

na

not

2. The complement clause in (13) can also be moved to the leftmost position of the matrix clause, but this is irrelevant
for our purposes.
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Interestingly, when an embedded clause contains an indeterminate pronoun that is to take a scope

in the matrix clause, the entire embedded clause needs to be located in the preverbal position, as

shown in (14).3

(14) a. tumi

you

[ke

who

baRi

house

kor-be]

make-FUT.3

bhab-cho?

think-2

‘Who do you think will build a house?’

b. *tumi

(Bayer 1996:273)you

bhab-cho

think-2

[ke

who

baRi

house

kor-be]?

make-FUT.3

In addition, an indeterminate pronoun can be contained in an adjunct clause and be interpreted in

the matrix clause without inducing the adjunct island effect, as shown in (15).

(15) [tumi

you

kothaY

where

ge-le]

go-CPT

tomar

your

ma

mother

khuSi

happy

hO-be?

become-FUT.2

(Bayer 1996:283)‘Your mother will be happy if you go where?’

Simpson and Bhattacharya (2003) suggest that these data can be captured if Bengali allows large-

scale pied-piping, just like Basque and Imbabura Quechua (Bayer 1996 also points out that Bengali

is similar to Japanese in the relevant respects, see below for Japanese). If this is on the right track,

Bengali falls under the generalization (9).

3. It is also possible to move the indeterminate pronoun out of the embedded clause in the postverbal position, as seen
in (i).

(i) jon
John

ke
who

bollo
said

[ti cole
left

gache]
gone

(Simpson and Bhattacharya 2003:133)‘Who did John say left?’

This is parallel to Basque and Imbabura Quechua, where an indeterminate pronoun can be extracted out of an embed-
ded clause without pied-piping the clause, as shown in (ii) and (iii).

(ii) Nor
who

uste
think

duzu
AUX

[ikusi
seen

duela
has.that

Peruk
Peter

ti]?

(Basque: Ortiz de Urbina 1993:194)‘Who do you think Jon wrote?’

(iii) Ima-ta-taji
what-ACC-Q

ya-ngui
think-2PL

[Juan
Juan

ti randi-shka]-ta?
bought-C-ACC

(Imbabura Quechua: Cole 1982:21)‘What do you think Juan has bought?’
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The generalization under discussion is further supported by Japanese, which has productive

compositional indeterminate pronouns and has been argued to have covert large-scale pied-piping

by a number of authors (e.g., Nishigauchi 1990, Richards 2000, Morita 2009). As shown in (16),

wh-questions in Japanese are not subject to the complex NP island effect, similarly to Basque (7)

and Imbabura Quechua (8).4

(16) Mary-wa

Mary-TOP

[[dare-ga

who-NOM

kaita]

wrote

hon]-o

book-ACC

yonda

read

no?

Q

‘Who did Mary read the book that (he) wrote?’

Although large-scale pied-piping voids most of the island effects, it does not void the wh-island

effect. Thus, Basque does not allow pied-piping of a wh-island, as shown in (17). Crucially,

as Richards (2000) points out, Japanese also disallows pied-piping of a wh-island, similarly to

Basque, as seen in (18).

(17) *[wh-island Nor

who

etorriko

come

d-en]

AUX-Q

galdetu

asked

duzu?

AUX

(Ortiz de Urbina 1993:197)‘Who have you asked whether t has come?’

(18) *John-wa

John-TOP

[wh-island Mary-ga

Mary-NOM

nani-o

what-ACC

katta

bought

kadooka]

whether

shiritagatteru

want.to.know

no?

Q

(Richards 2000:195)‘What does John want to know whether Mary bought t?’

Note that this is contrasted with Chinese (19), where a bare indeterminate pronoun embedded in

a wh-island can be interpreted in the matrix clause (see chapter 3 for discussion on the nature of

Chinese bare indeterminate pronouns).

4. The reason indeterminate pronoun naze ‘why’ in Japanese cannot pied-pipe an island, unlike other indeterminate
pronouns (Nishigauchi 1990). Thus, naze ‘why’ cannot be embedded inside an island, as shown in (i).

(i)*Mary-wa
Mary-TOP

[[John-ga
John-NOM

naze
why

kaita]
wrote

hon]-o
book-ACC

yonda
read

no?
Q

Lit. ‘Mary read the book that John wrote why?’

See footnote 20 for an analysis.

131



(19) Ni

you

xiang-zhidao

wonder

[shei

who

mai-le

buy-ASP

shenme]?

what

‘What is the thing x such that you wonder who bought x’ or

‘Who is the person x such that you wonder what x bought’

Morita (2009) provides a number of arguments for existence of covert large-scale pied-piping

in Japanese. A striking data among them is the possibility of binding of a local anaphor in an

embedded clause by a matrix subject. As shown in (20a), repeated from chapter 3, a local anaphor

kanojo-jishin “herself” in the embedded clause cannot be bound by the matrix subject. Crucially,

when the local anaphor is contained in an indeterminate phrase that takes scope in the matrix

clause, it can be bound by the matrix subject, as shown in (20b).5

(20) a. *Maryi-wa

Mary-TOP

[John-ga

John-NOM

kanojo-jishini-no

her-self-GEN

ronbun-o

paper-ACC

yonda

read

to]

C

shitta.

found.out

Lit: ‘Mary found out that John had read herself’s paper.’

b. Maryi-wa

Mary-TOP

[John-ga

John-NOM

dono-kanojo-jishini-no

which-her-self-GEN

ronbun-o

paper-ACC

yonda

read

to]

C

shitta

found.out

no?

Q

Lit. ‘Which herself’s paper did Mary found out that John had read?’

This contrast cannot be explained if the object indeterminate phrase containing the anaphor in (20b)

stays in-situ. The acceptability of (20b) indicates that the indeterminate phrase undergoes covert

movement to a position from which it is accessible to the matrix subject, just as the indeterminate

phrases in Basque and Quechua undergo overt movement to the edge of the embedded clause.

It should be added here that Heck (2008, 2009) proposes a generalization regarding pied-piping,

which is given as (21).

(21) The Edge Generalization

If α pied-pipes β, then α must be at the edge of β.

5. Morita (2009) uses jibun-jishin ‘oneself’ for the relevant test, but the judgment is less clear because this element
can easily have a logophoric interpretation, by which a local anaphor can refer to a non-clausemate nominal. Here I
use kanojo-jishin ‘herself’ to make the contrast sharper.
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This generalization was originally meant to apply to overt edges. As seen in Basque (5) and

Imbabura Quechua (6), the indeterminate phrase that pied-pipes the embedded clause is located at

the edge of the embedded clause. We can even extend this to covert edges under the copy theory

of movement; namely, a copy of α needs to be at the edge of β in narrow syntax, whether this

copy or the one at the bottom of the chain is realized at PF. In Basque, Imbabura Quechua, and

Latin, the copy at the edge of β is pronounced, whereas in Bengali and Japanese the lowest copy

is pronounced. Thus, the Edge Generalization can be generalized more under the copy theory of

movement, by which covert pied-piping falls under this generalization.

At this point, I would like to note that (9) is a one-way correlation; that is, not all languages

that have compositional indeterminate pronouns allow large-scale pied-piping (e.g., Slavic lan-

guages, which have productive compositional indeterminate pronouns, do not allow large-scale

pied-piping). A question that arises is, then, what property is relevant for the presence/absence of

large-scale pied-piping among languages with compositional indeterminate pronouns. Notice that

the Edge Generalization (21), even if it is about overt edges, does not contribute to this issue, since

compositional indeterminate pronouns in Slavic can be located at the edge of a potential pied-

pipee. In fact, Slavic languages are multiple wh-fronting languages just like Basque, in which

all indeterminate pronouns overtly move to the edge of the C-domain that could potentially be

pied-piped. Likewise, the difference between overt vs. covert wh-movement does not give us a

right cut, since Basque and Latin are multiple-fronting languages, while Japanese is a wh-in-situ

language. The presence/absence of affixal articles is not relevant either, since Basque is an affixal

article language and Latin is an article-less language. What can, then, be a factor that differentiates

languages that allow large-scale pied-piping and those that do not?

I suggest that it is the canonical word order that matters here. Crucially, the languages that

have large-scale pied-piping (i.e., Basque, Imbabura Quechua, Latin, Bengali, Old and Present

Japanese) are canonically SOV languages. In contrast, those that do not have it (e.g., Slavic) are

all SVO languages. Thus, I revise Watanabe’s generalization (9) as (22).6

6. Note that this is also a one-way correlation; that is, there can be languages that have indeterminate pronouns and
SOV word order but do not allow large-scale pied-piping. What is important here is that no language that canonically
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(22) Languages that allow large-scale pied-piping have productive compositional indeterminate

pronouns and the SOV canonical word order.

The SOV order is captured by head-finality in theoretical syntax. Crucially, the clauses that are

pied-piped in the relevant languages are also head-final. Thus, the generalization (22) can be

further refined in the following way:

(23) Large-scale pied-piping is possible in a language only if the language has productive com-

positional indeterminate pronouns and the projection to be pied-piped is head-final.

The next question is how this new generalization can be deduced. In particular, why does the

head-finality matter for the availability of large-scale pied-piping? I address this issue in the next

section.

4.3 Deduction of the new generalization

In this section, I offer a deduction of the generalization (22), based on the proposal from chapter

3 that compositional indeterminate pronouns have an unvalued uninterpretable operator feature.

I propose that a feature-percolation analysis of large-scale pied-piping, which was the standard

analysis in the GB theory but has been claimed to have no theoretical status in minimalism, can be

revived and implemented under Chomsky’s (2015) labeling framework. I then introduce Inaba’s

(2011) typological work, which shows that the head-directionality correlates with the morpho-

phonological status of complementizers. Based on this, I propose that there is a correlation between

the syntactic and morpho-phonological status of heads, which I argue is responsible for the large-

scale pied-piping being available only in head-final clauses.

4.3.1 Revival of feature percolation under the labeling theory

The more or less standard line of analysis of large-scale pied-piping in the literature is a feature-

percolation analysis. Under this analysis, an operator feature of an indeterminate pronoun at the

has the SVO order allows large-scale pied-piping even if it has compositional indeterminate pronouns.
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specifier of XP to be pied-piped is percolated into XP, as a result of which XP moves to the

licensing position of indeterminate pronouns (e.g., Aissen 1996, Cowper 1987, Grimshaw 2000,

Moritz and Valois 1994, Nishigauchi 1990, Ortiz de Urbina 1989, Webelhuth 1992, among many

others; see Heck 2008 for more references). This is schematized in (24); the operator feature of an

indeterminate pronoun in Spec,XP percolates to the XP (24a) and the entire XP moves to Spec,CP

instead of the indeterminate pronoun (24b), where the operator feature is valued as [Q].

(24) a. XPuOp[__]

INDETuOp[__] X′

X YP

percolation
b. CP

XPi uOp[Q]

INDETuOp[Q] X′

X YP

C′

C TP

. . . ti. . .

The feature percolation illustrated in (24) has been argued to have no theoretical status in the

current minimalism, and in fact it is difficult to implement it under the current framework; see

Heck (2008, 2009) for extensive discussion of this issue. Cable (2007, 2010) also argues that pied-

piping by means of feature percolation as in (24) should be eliminated from the syntactic theory.

In this subsection, however, I show that feature percolation, hence pied-piping, can actually be

implemented under Chomsky’s (2015) labeling framework.

Before proceeding, I would like to clarify properties of large-scale pied-piping in the context of

the current proposal regarding compositional indeterminate pronouns. In chapter 3, I proposed that

compositional indeterminate pronouns have an unvalued uninterpretable operator feature, which

drive movement until it is valued by probing down a goal (Bošković 2007b). In large-scale pied-

piping cases like (5), repeated here as (25), the compositional indeterminate pronoun nor moves to

the edge of the embedded CP because of the unvalued operator feature.

(25) [CP Nor

who

joango

go

d-ela]i

AUX-C

esan

say

du

AUX

Jon-ek

John-ERG

ti?

(Basque: Ortiz de Urbina 1989:248)‘Who has John said will go?’
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In (26), I list three important aspects of large-scale pied-piping that need to be captured.

(26) a. First, the indeterminate pronoun nor lands in the embedded Spec,CP; it does not directly

move to the matrix Spec,CP. Instead, the entire embedded CP moves to the matrix

Spec,CP. This means that this embedded CP has the relevant unvalued operator feature.

b. Second, the operator feature of the indeterminate pronoun should not be valued at the

embedded Spec,CP, because receiving a value in the embedded clause means that the

indeterminate pronoun would take scope in the embedded CP (just as in indirect ques-

tions).

c. Third, the operator feature of the indeterminate pronoun should be valued once the em-

bedded CP moves to the matrix Spec,CP and has its operator feature valued. Otherwise,

the operator feature of the indeterminate pronoun would remain unvalued at the end of

the derivation, resulting in ill-formedness.

In order to address (26a) and (26b), I propose that a head that has an unvalued uninterpretable

operator feature, which I will simply call F for ease of exposition, merges with the head of the

projection to be pied-piped, e.g., the embedded CP in (25).7 I suggest that this merger is a head-to-

head adjunction as base-generation, which is implemented as External Pair-Merge in the current

syntactic theory as discussed by Epstein et al.’s (2016). Then, External Pair-Merge of F with C

creates a ⟨C, F⟩ amalgam as a complex head. Essentially, External Pair-Merge of F with C adds

an unvalued operator feature to C, so that the entire CP is marked as having the operator feature,

which captures (26a) (see below for a more precise implementation). At the same time, the operator

feature of the ⟨C, F⟩ amalgam is unvalued, so the operator feature of the indeterminate pronoun in

the specifier of ⟨C, F⟩ is not valued in this position. This captures (26b).

Turning to (26c), I suggest that this F is a weak head in Chomsky’s (2015) sense, which re-

quires feature sharing with a head of a phrase in its specifier. In Chomsky’s labeling framework,

7. It is worth mentioning that Watanabe (1992b) proposes that an operator that functions as WH is merged at the edge
of a pied-pipee, which is similar to what I propose here (see also Tsai 1994, 1999). See, however, footnote 21 for
discussion of an advantage of the current proposal over the Watanabe-Tsai analyses.
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labeling of a syntactic object is not an inherent property of the syntactic object or part of Merge,

unlike in earlier syntactic theories (see also Collins 2002 and Seely 2006), but it is determined by

the operation Minimal Search, which searches the syntactic structure from the highest node. For

instance, when a head X and a phrase YP are merged, X projects and provides the label for the

configuration, because it is the first head that Minimal Search finds. However, Chomsky (2015)

proposes that T in English is a “weak” head, in the sense that it cannot provide a label on its own.

In order for the configuration {T, vP} to be labeled, a DP first moves to the specifier of T. Then,

Minimal Search finds two heads, namely, D and T. In this configuration, minimal search finds the

same feature(s) on the two heads (in this case ϕ-features), and D and T undergo feature-sharing,

by which the unvalued ϕ-features of T are valued. As a result, the prominent shared features, in

this case ϕ-features, project and provide the label for the topmost node as ⟨ϕ, ϕ⟩, and {T, vP} is

labeled as TP because T is strengthened by feature-sharing. This is schematized in (27).8

(27) a.

DPi

Diϕ[val] NP Tuϕ[_] vP

. . . ti. . .

b. ⟨ϕ, ϕ⟩

DPi

Diϕ[val] NP

TP

Tuϕ[val] vP

. . . ti. . .
feature sharing

I propose that External Pair-Merge of a weak head H to a non-weak head H’ makes the resulting

amalgam a complex weak head (see also section 4.3.2 for more discussion on this). Then, the ⟨C,

F⟩ amalgam, which contains the weak head F, is a complex weak head that requires a syntactic

object with an operator feature in its specifier position. The relevant derivation is given in (28).

In (28a), F Externally Pair-Merges with C, which yields the ⟨C, F⟩ amalgam. This amalgam is

then Externally Set-Merged with TP. Then, the indeterminate pronoun, which is NP (see chapter 3

on this), undergoes movement to the specifier position of the ⟨C, F⟩ amalgam, which is driven by

8. Chomsky argues that this deduces the EPP effect of English finite clauses; namely, T requires a specifier for the
labeling reason. See also footnote 15 for more discussion.
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the unvalued operator feature of N. As shown in (28b), the indeterminate NP and the ⟨C, F⟩ amal-

gam undergo feature sharing for the unvalued uninterpretable operator features, because Minimal

Search finds N and the ⟨C, F⟩ amalgam as the first heads (note that ⟨C, F⟩ amalgam is a complex

head which counts as a single unit). The shared features project and provide the label for the

highest node as ⟨uOp[_], uOp[_]⟩, and ⟨C, F⟩ projects above TP and the ⟨C, F⟩ amalgam, because

it is strengthened by feature sharing, on a par with T in (27). Notice now that the entire clause is

marked as having the unvalued operator features, which triggers movement of this clause. Thus,

the current proposal captures the property of large-scale pied-piping in (26a).

(28) a.

NPi

Root NuOp[_] TP

. . . ti. . .

⟨C, FuOp[_]⟩

b. ⟨uOp[_], uOp[_]⟩

NPi

Root NuOp[_]

⟨C, F⟩

TP

. . . ti. . .

⟨C, FuOp[_]⟩

feature sharing

When this embedded clause, which is now labeled as ⟨uOp[_], uOp[_]⟩, moves to the specifier of

interrogative C, Minimal Search finds N, ⟨C, F⟩, and C.9 Here I assume that interrogative C has

a valued interpretable operator feature iOp[Q]. Thus, N and ⟨C, F⟩ share the operator feature with

C and the unvalued features of N and ⟨C, F⟩ are valued as [Q] at the same time, as illustrated

in (29). Notice now that this captures (26c); namely, the operator feature of the compositional

indeterminate pronoun is valued when the operator feature of the embedded CP (i.e., the ⟨C, F⟩

amalgam) is valued.

9. Under Epstein et al.’s (2020) path-based theory of Minimal Search, which I discuss in section 4.4, N, ⟨C, F⟩, and
C are the first heads that Minimal Search finds, and hence they undergo feature sharing. See section 4.4 for details of
Epstein et al.’s theory.
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(29) ⟨Op[Q], Op[Q]⟩j

⟨uOp[Q], uOp[Q]⟩j

NPi

Root NuOp[Q]

⟨C, F⟩

TP

. . . ti. . .

⟨C, FuOp[Q]⟩

CP

TP

. . . tj. . .

CiOp[Q]

feature sharing and valuation

Thus, the current proposal captures the three properties of large-scale pied-piping stated in (26).

At the same time, this analysis also captures the Edge Generalization in (21); a compositional

indeterminate pronoun is necessarily located in the specifier of the (complex) head of the pied-

pipee in order to undergo feature sharing of an operator feature.10

It should be added here that this proposal captures both overt large-scale pied-piping found in,

e.g., Basque and covert large-scale pied-piping found in, e.g., Japanese. The relevant operations

for pied-piping illustrated in (28) take place in narrow syntax, and which copies of the indeter-

minate pronoun and the pied-pipee are pronounced at PF depends on whether those phrases have

an unvalued uninterpretable focus feature or not (Watanabe 2002; see chapter 3). We can hy-

pothesize that in languages in which a pied-pipee moves to the matrix Spec,CP, F has both an

unvalued uninterpretable operator feature and an unvalued uninterpretable focus feature. This can

be supported by Old Japanese, where ka is used in wh-questions that involve wh-fronting as well

as with focused phrases, as shown in (30), and Imbabura Quechua, where the particle taj found in

large-scale pied-piping is also used in focused phrases (that express exclusivity), as shown in (31).

(30) a. Kono

this

toki-fa

time-TOP

[ika-ni

how-DAT

si-tutu]-ka

do-while-KA

na-ga

you-NOM

yo-fa

world-TOP

wataru?

pass

‘At this time, you pass through this world doing what?’

(Man’youshuu #892, Aldridge 2009)

10. For similar ideas of determination of the nature of a projection by feature sharing in other configurations, see, e.g.,
Baker and Stewart (1999), Moro (2000), Pereltsvaig (2008), Citko (2011).
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b. . . . [Hatsuse-no

Hatsuse-GEN

kawa-ha

river-TOP

ura

shore

na-mi]-ka

absent-ness-KA

fune-no

boat-NOM

yori-ko-nu?

approach-come-NEG

‘Is it because Hatsuse River has no shore that no boat comes near?’

(Man’youshuu #3225, Watanabe 2002:183)

(31) a. [Ima-ta

what-ACC

Juan

Juan

randi-shka]-ta-taji

bought-C-ACC-TAJ

ya-ngui

think-2

ti?

(Cole 1982:21)‘What do you think that Juan bought?’

b. Chay-ta-taj

that-ACC-TAJ

muna-ni

want-1

(Cole 1982:167)‘I want that very one.’

In such languages, both the operator feature and the focus feature project after feature-sharing, and

both features are valued in the matrix Spec,CP.

Note now that the proposed system of large-scale pied-piping correctly predicts that large-scale

pied-piping is only possible in languages with productive compositional indeterminate pronouns.

In chapter 3, I proposed, following Saito (2017), that compositional indeterminate pronouns bear

an unvalued uninterpretable operator feature, whereas bare indeterminate pronouns lack it. Bare

indeterminate pronouns thus lack a driving force of movement to the specifier of the ⟨C, F⟩ amal-

gam, as schematized in (32a). In addition, the above proposal crucially involves feature sharing of

operator features. Since bare indeterminate pronouns lack the relevant feature, they cannot undergo

feature sharing with the ⟨C, F⟩ amalgam, even if they are located in the specifier of the amalgam, as

illustrated in (32b). Thus, a bare indeterminate pronoun would not pied-pipe the entire embedded

CP to the matrix Spec,CP.
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(32) a. (CP)

(⟨C, F⟩)

⟨C, F⟩ TP

. . . NPIndet. . .*movement

b. (CP)

NP

N Root

(⟨C, F⟩)

⟨C, FuOp[__]⟩ TP

*feature sharing

Furthermore, the proposed mechanism of large-scale pied-piping is not possible in non-affixal

article languages, where DP that bears a valued interpretable operator feature projects above in-

determinate NPs and therefore productive compositional indeterminate pronouns are not allowed

(see chapter 3). Even if F Externally Pair-Merges with C, its unvalued operator feature would be

valued by the valued operator feature of the D in question via feature sharing. The entire clause

would then be labeled as ⟨Op[Q], Op[Q]⟩, which means that the clause would be interpreted as an

indirect question.

(33) ⟨Op[Q], Op[Q]⟩

DP

DiOp[Q] NP

⟨C, F⟩

⟨C, FuOp[Q]⟩ TP

valuation

Thus, the proposed analysis of large-scale pied-piping captures the generalization that large-scale

pied-piping is allowed only in languages that have productive compositional indeterminate pro-

nouns.

4.3.2 Weak heads as bound morphemes and head-final complementizers

A remaining question is how to explain the second part of the generalization (9), namely, the rele-

vance of head-finality for large-scale pied-piping. Here I propose that weakness of heads interacts

with the morpho-syntactic nature of complementizers in a given language, which correlates with
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head-finality. The gist of the proposal is that weak heads in Chomsky’s (2015) sense are phono-

logically weak as well, and that only head-final complementizers can be weak heads because they

are phonologically weak, in contrast to head-initial complementizers.

Under the traditional Head Parameter, the choice of parameter value (i.e., head-initial or head-

final) is arbitrary, and has nothing to do with the morpho-syntax of heads. However, Inaba (2009,

2011) observes an interesting correlation between headedness and morpho-syntax of heads in cer-

tain domains. Inaba (2009) points out that initial subordinators are often “general” complemen-

tizers in the sense that they can be used to introduce not only complement clauses of verbs but

also relative clauses, adverbial clauses, and so forth. In addition, Inaba (2011) notes that they are

generally independent words, i.e., free morphemes.11 A prototypical example is English that, as

shown in (34). The same observation can also be made for Twi, a Kwa language, as shown in (35).

(34) a. I think [that John is sleeping].

b. the people [that I have never met]

c. He must be crazy [that he should go out now].

(35) a. na

PAST

ama

Ama

nim

know

[sE

C

kofi

Kofi

yEE

did

adwuma

work

no].

the

‘Ama knows that Kofi had done the work.’

b. kofi

Kofi

yEE

did

adwuma

work

no

the

[sE

C

yaw

Yaw

bEpE

FUT.like

n’asEm].

his.manner

‘Kofi did the work so that Yaw would like him.’

c. [sE

C

kofi

Kofi

yE

do

adwuma

work

no

the

â]

COND

metua

I.FUT.pay

no

him

ka.

salary

(Lord 1993)‘If/When Kofi does the work, I will pay him.’

11. It should be noted that this is a statistical universal, i.e., (strong) tendency. See Schachter and Otanes (1972),
Kroeger (1993), Richards (1999) for the head-initial complementizer -ng in Tagalog, which is suffixed/cliticized onto
its preceding word.
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In contrast, Inaba (2009) points out that final subordinators usually cannot be used as general

complementizers in the above sense, and that they are better analyzed as nominalizers/case-markers

or as citation markers.12 Thus, Uzbek uses a nominalizer to introduce a clausal complement, and

Kanuri uses a case-marker for the relevant function.

(36) Men

I

[bu

this

Odam-miN

man-GEN

ȷ̌ǒȷa-ni

chicken-OBJ

oǧirla-gan-i-ni]

steal-NOMN-3SG.POSS-OBJ

bilaman.

know.1SG

(Noonan 2007:96)‘I know that this man stole the chicken.’

(37) [Sá’vá-’nyí

friend-my

íshín-rò]

comes-DAT

t@̀mǎN@́nà.

thought.1SG.PERF

(Noonan 2007:57)‘I thought my friend would come.’

Japanese to and Bengali bole, which are used as complementizers, are citation markers in the sense

that they are used to introduce a complement clause for quotative verbs such as ‘say’ and ‘think’,

which quote speech or thought of the subject. Thus, these items cannot be used to introduce a

complement clause of non-quotative verbs like ‘know’ and ‘see’, unlike English that. This means

that these items are not real counterparts of English that, which can be used for the complement

clause of quotative and non-quotative verbs (as well as for other usages).

(38) Boku-wa

I-TOP

[kare-ga

he-NOM

kuru

come

to]

C

omou/*shiranai.

think/not.know

(Japanese, Inaba 2009)‘I think/don’t know that he will come.’

(39) [ram

Ram

kolkata-y

Calcutta-LOC

jacche

goes

bole]

C

bhablam/*dekhlam.

I.thought/I.saw

(Bengali, Bayer 2001:15)‘I thought/saw that Ram is going to Culcutta.’

Interestingly, Inaba (2011) notes that final subordinators are usually particles or suffixes, that is,

12. Note that this is a statistical universal, i.e., (strong) tendency; Inaba (2009) acknowledges that the head-final
complementizer (e)n in Basque behaves like a general complementizer.
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bound morphemes. He also points out that the same pattern has actually been observed in other

domains in the literature. For instance, Andrews (2007) claims that initial relativizers such as

English that are generally genuine clausal complementizers, whereas final relativizers typically

appear as part of the verbal morphology of the relative clause (or they have no overt form at all).

Inaba takes this as indicating that clause-final functional elements are generally affixal.13

Turning to weak heads, in Chomsky (2015), they are weak only in a syntactic sense, that is, they

cannot provide a label on their own. However, it is logically possible that syntactic properties can

be reflected in the PF realization. It is also worth noting here that Chomsky suggests that labels

are required for syntactic objects to be interpreted at the C-I and A-P interfaces. We can, then,

hypothesize that weak heads are weak not just in the syntactic sense, but also in some interface

sense. Now, let us look at weak heads proposed in the literature. Chomsky (2015) proposes that

R(oot) and English T are weak heads, as seen above. Saito (2018) proposes that case suffixes in

Japanese, which he analyzes as K(ase), are also weak heads. Interestingly, these elements are not

free morphemes; roots and affixes.14 The F head I have proposed above can be also considered to

be a phonologically null affix that is adjoined to the head of a projection to be pied-piped. Thus, I

propose the following morpho-syntactic condition:15

13. Inaba’s generalization regarding the morphological nature of complementizers is a statistical universal (i.e., strong
tendency; cf. footnote 11). See footnote 19 on a note regarding the generalization in (23) in this respect.
14. These elements are not prosodic words (i.e., free) on their own; e.g., cant-a-re ‘sing’ in Italian, where none of the
root cant, the thematic vowel a, and the infinitive suffix re are prosodic words on their own. As for English, verbs such
as sing, which are often assumed to be roots and free morphemes, are analyzed as consisting of a Root and a verbalizer
v in the Distributed Morphology framework. Accordingly, sing is a realization of Root + v, not Root itself, and hence
Root itself is not a prosodic word on its own (cf. song, which is a realization of the relevant Root and n).
15. Note that (40) is a one-way correlation; namely, not all non-prosodic morphemes are weak heads. Chomsky
(2015) in fact suggests that Italian T, which is a bound morpheme, is a strong head (i.e., a head that can provide a label
on its own) in contrast with English T.

However, it may actually be not impossible to strengthen (40), and hypothesize that weak heads are realized as non-
prosodic morphemes and non-prosodic morphemes are weak heads in the relevant sense. As mentioned in footnote 8,
Chomsky attributes the EPP effect in English to the weakness of T, i.e., T in English requires an overt specifier for a
labeling reason. In contrast, Italian T does not require an overt specifier, and hence Chomsky suggests that Italian T
can provide a label on its own, i.e., T in Italian is strong. There are actually two cases in which T in Italian does not
have an overt specifier: a null subject and a post-verbal subject. A null subject in Italian has been standardly analyzed
as pro, which is considered to be a phonologically null counterpart of an overt pronoun. Thus, we can assume that pro
is actually present in narrow syntax and located in Spec,TP in Italian, pace Chomsky, who suggests that pro is simply
absence of a nominal element in narrow syntax. As for post-verbal subjects, it is observed that they are focalized
(see, e.g., Belletti 2001, 2004). It is worth noting here that in chapter 3 (see also section 4.3.1) I proposed following
Watanabe (2002) that realization of copies of indeterminate pronouns in a chain is dependent on a focus feature on
them; if they have a focus feature, the highest copy is pronounced (i.e., wh-fronting), but if they lack it, the lowest copy
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(40) Weak heads cannot be realized as free morphemes, i.e., they are morpho-phonologically

weak.

The intuition here is clear; syntactically weak elements are morpho-phonologically weak as well.

This is also compatible with the Distributed Morphology framework (e.g., Halle and Marantz

1993a), under which relations among syntactic objects established in narrow syntax are reflected

in morpho-phonology.

The next question is what counts as a weak head (i.e., a head that cannot provide a label on

its own). Note that the above mentioned weak heads, T in English, K in Japanese, and F, contain

an unvalued feature. T has unvalued ϕ-features, K has an unvalued Case-feature, and F has an

unvalued operator feature. As for R, it is natural to assume that it has an unvalued categorial feature

uCat[ ], which is valued by a categorizer such as v, n.16 Based on this, I propose the criterion for

weak heads in (41).17

(41) Weak heads are heads that bear an unvalued feature when they enter into the syntactic deriva-

tion (i.e., at the point of External Merge).

Note that the above formulation allows an amalgam of heads that is created by External Pair-

Merge to also count as a weak head. Thus, the ⟨C, F⟩ amalgam in (28) is a weak head under this

formulation of weak heads, since F has an unvalued operator feature and the amalgam also has this

feature at the point of External (Pair-)Merge.18

is pronounced (i.e., wh-in-situ). One possible extension of this to post-verbal subjects in Italian would, then, be that the
subject DP always moves to Spec,TP in Italian in narrow syntax just as in English but the lowest copy is pronounced
when the DP has a focus feature. Stjepanović (1999, 2003) in fact proposes that interaction of the Nuclear Stress Rule
and focus requires the lower copy of the subject to be pronounced at PF in Italian as well as in Serbo-Croatian. Italian
T can, then, be analyzed as a weak head, which requires a valuer of its unvalued ϕ-features in its specifier position,
just like English T. Thus, it is not implausible to strengthen (40) as a two-way correlation. A full investigation of this
issue is left for future research. (See also footnote 18 regarding an issue of Case.)
16. See also chapter 2, where I proposed that the head of the coordinate structure, Conj, has an unvalued categorial
feature which is valued by its conjuncts.
17. Given (41), Italian T, which Chomsky (2015) suggests is a strong head, should actually be a weak head, since it
has unvalued ϕ-features. See footnote 15 for discussion.
18. An issue arises regarding treatment of Case in English in connection with the morpho-syntactic nature of D in
this language. English D has been more or less standardly assumed to bear an unvalued Case feature, the view I have
also adopted here. Given (41), then, English D should not be a prosodic word on its own. One might then wonder if
English would be considered to be an affixal article language, although English behaves differently from proto-typical
affixal article languages such as Bulgarian in a number of respects discussed in this dissertation (see chapter 2 on the
coordinate structure and chapter 3 on the compositional indeterminate pronouns).
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Notice now that this theory of weak heads enables us to capture the relevance of head-finality

for large-scale pied-piping, in combination with Inaba’s (2011) observation. According to Inaba,

head-initial complementizers are generally independent words, i.e., free morphemes. However, if

F Externally Pair-Merges with a head-initial C, (40) requires the ⟨C, F⟩ amalgam to be realized as a

bound morpheme. Under the Distributed Morphology framework, in which morpho-phonological

forms of lexical items are determined based on syntactic information (i.e., Vocabulary Insertion

takes place after the syntactic computation), there is no vocabulary item for head-initial comple-

mentizers that can be realized as a bound morpheme. This can actually be restated under the

lexicalist view, where the form of syntactic objects is already specified in the numeration. For

instance, English that, which itself is a free morpheme, enters into narrow syntactic computa-

tion, where it is Externally Pair-Merged with F and marked as a weak head as per (41). At PF,

however, the condition (40) is not met since that is a free morpheme. Thus, both the lexicalist and

non-lexicalist views are compatible with the deduction discussed here. In contrast, head-final com-

plementizers are usually bound morphemes, so that the ⟨C, F⟩ amalgam in head-final clauses can

One possibility to differentiate English from proty-typical affixal article languages is that what matters here may
be how “weak” phonologically the relevant element is, i.e., the relevant phonological weakness may not simply be a
binary distinction. In fact, English the can be stressed (i.e., [ði:]) and used as a prosodic word, while Bulgarian definite
articles can never be prosodic words. Also, “pickiness” regarding the morphological host of the definite article may
be relevant. English D (when weak) can be hosted by any element following it, including a noun, an adjective, and an
adverb, but Bulgarian D cannot be hosted by an adverb (see, e.g., Halpern 1995, Franks and King 2000, Franks 2001
for Bulgarian; see also chapter 5 for discussion of Italian definite articles from a syntactic perspective).

Another possibility could be that the English D, being a weak head, still needs to always be present in the nominal
domain and projects DP (after strengthening), unlike Ds in languages like Bulgarian where DP can be omitted, as
Talić (2015, 2017) argues (see also chapter 5, where I propose that there are options for introducing definite articles in
the syntactic structure other than D projecting DP under the Bare Phrase Structure Theory). In other words, there is a
one-way correlation between the morphological and syntactic nature of D; Ds that need not project DP are necessarily
weak heads that are not prosodic words on their own, but not all weak D heads can be those that need not project DP.
(An issue of phasehood of DP also arises under this treatment of English D, since D would not project DP until its
Case feature is valued via Minimal Search/feature sharing. See Appendix for discussion of this issue.)

Yet another possibility may be that Case is exempt from the criterion for weak heads in (41). An intuition behind
this is that Case is unique among formal features. It exists for licensing of nominals, as the traditional Case Filter
essentially states, and it is the only obligatory formal feature in the nominal domain across languages, i.e., there is no
variation with respect to the presence/absence of Case, and it is always present in any nominal phrase in any language,
unlike other formal features, whose presence/absence can vary within and across languages (see chapter 3 and chapter
5 for relevant discussion). In addition, under the standard assumptions, there is no interpretable counterpart of Case,
unlike e.g., ϕ-features, and there is no exact counterpart of it in the clausal spine (it is standardly assumed that it is
valued against T, v, etc., but those heads do not bear an interpretable Case feature). If the unvalued formal features
relevant for the criterion for weak heads in (41) are limited to those that can vary within and across languages and have
relevance for interpretation, the Case feature, which is universally obligatory and exists only for licensing of nominals,
may be exempt from the criterion in question.
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satisfy the PF requirement (40), and the derivation for large-scale pied-piping as in (28) is possible

in such cases. Thus, the relevance of head-finality for large-scale pied-piping in the generalization

(23) can be captured by the interaction of the morpho-syntactic requirement on weak heads and

available morphological forms of complementizers that depend on whether they are head-initial or

head-final.19

The analysis can be straightforwardly extended to large-scale pied-piping of islands. Let us

look at Old Japanese (42), repeated from (11).

(42) Kono

this

toki-fa

time-TOP

[adjunct island ika-ni

how-DAT

si-tutu]-ka

do-while-KA

na-ga

you-NOM

yo-fa

world-TOP

wataru?

pass

‘At this time, you pass through this world doing what?’

(Man’youshuu #892, Aldridge 2009:560)

Notice that tutu ‘while’, which heads the adjunct island, is a bound morpheme affixed to the verb

si ‘do’. Thus, if F (ka here) Externally Pair-Merges with tutu (which I assume to be C for ease

of exposition), the ⟨C, F⟩ amalgam satisfies the condition (41). This amalgam undergoes feature

sharing with the compositional indeterminate pronoun ika(-ni) and the adjunct clause is pied-piped,

in the same way as complement clauses are pied-piped.

Relative clauses involve a more complex derivation. Let us consider Imbabura Quechua (43),

repeated from (8).

19. There is actually room for exceptions to the generalization (23). Inaba’s generalization regarding the correlation
of head-directionality and the morpho-phonological status is a statistical universal, which means that there can be
a language that has an affixal head-initial complementizer (though such cases are rare; see footnote 11 on Tagalog).
Under the deduction of (23) offered here, if a complementizer Externally Pair-Merges with F, which bears the unvalued
operator feature, the amalgam counts as a weak head as per (41), which in turn requires that the amalgam be a bound
morpheme, as stated in (40). To put it differently, if the complementizer is a bound morpheme, it can Externally
Pair-Merge with F and satisfy the condition (40), whether it is head-initial or head-final. It is, then, predicted that
large-scale pied-piping should be in principle possible in languages that have a head-initial affixal non-interrogative
complementizer and productive compositional pronouns, since such a head-initial complementizer meets the condition
(40) if F Externally Pair-Merges with it. I leave investigation of this prediction for future research (note that large-
scale pied-piping is a rather rare phenomenon, and only a small set of languages have been tested in this respect in the
literature.)
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(43) [[Ima-ta

what-ACC

randi-shka]

buy-C

runa]-ta-taj

man-ACC-Q

riku-rka-ngui?

see-PAST-2

(Imbabura Quechua: Cole 1982:24)‘What did you see the man who bought (it)?’

In (43), the relative complementizer shka is affixed to the verb randi ‘buy’. Thus, if F Externally

Pair-Merges with shka, the resulting amalgam ⟨C, F⟩ satisfies the condition (41). Note here that

what is pied-piped is the entire nominal phrase, not just the relative clause. Under the current

proposal, this means that the head of the nominal phrase, which I assume to be the K(ase) head

-ta, also has an operator feature, and this operator feature is shared with the relative clause as well

as the compositional indeterminate pronoun embedded in the relative clause. The presence of the

operator feature on K is implemented by External Pair-Merge of F with K, which observes the

condition (41), since the K head ta is a bound morpheme (here F is realized as taj). As for the

position of the relative clause, I assume, following Cinque (2013), that relative clauses are hosted

in the specifier of a functional projection αP that is located between N and K. The relative clause

then moves to the specifier of the ⟨K, F⟩ amalgam, and they undergo feature sharing of the operator

features. The relevant structures are given in (44).20

20. A question that arises regarding αP is how its label is exactly determined under the labeling framework adopted
here. Specifically, the αP level in (44) would actually be an {XP, YP} structure (i.e., {NP, αP}), so this level should be
labeled by feature sharing. The question is, then, what feature would be shared here. One possibility that I would like
to suggest here is that α has the categorial feature [+N], given that it is part of the extended projections in the nominal
domain (cf. Grimshaw 2000, Bošković 2014). This in turn means that F also bears the [+N] feature in the case under
discussion. F and α would then undergo feature sharing of this [+N] feature, and the αP node in (44) would actually
be ⟨+N, +N⟩ (cf. Baker and Stewart 1999, Citko 2011).

One advantage of this suggestion is that it can be extended to capture the observation noted in footnote 4 that the
reason indeterminate pronoun naze ‘why’ in Japanese cannot pied-pipe an island, including relative clauses. In chapter
3, I suggested that reason indeterminate pronouns are PPs rather than NPs. Under the feature-based classification
of traditional lexical categories (Chomsky 1970), P is [-N, -V]. Given that F is [+N] as suggested above, the reason
indeterminate pronouns cannot undergo feature sharing of the categorial feature, hence they cannot pied-pipe an island
unlike other indeterminate pronouns, which are analyzed as NPs (see also chapter 6 for discussion of the relation
between P and N).
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(44) a. αP

⟨Op, Op⟩

NP

Root NOp[__]

⟨C, F⟩

TP ⟨C, FOp[__]⟩

α′

NP α

b. ⟨Op, Op⟩

⟨Op, Op⟩i

NP

Root NOp[__]

⟨C, F⟩

TP ⟨C, FOp[__]⟩

⟨K, F⟩

αP

ti α′

NP α

⟨K, FOp[__]⟩

feature sharing

Notice now that the entire nominal phrase is pied-piped by the compositional indeterminate pro-

noun in a “roll-up” manner; the compositional indeterminate pronoun pied-pipes the relative clause,

and the relative clause pied-pipes the nominal phrase. Actually, Heck (2008, 2009) argues that this

is a general property of pied-piping, as stated in (45), where a canonical position amounts to the

edge of a pied-pipee.

(45) Generalization on recursive pied-piping

If α can pied-pipe β, and β is in a canonical position to pied-pipe γ, then α can also pied-

pipe γ.

This generalization follows from the current proposal. When α pied-pipes β, α is at the edge of β

and they undergo feature sharing of an operator feature. This β then undergoes feature sharing of

an operator feature with γ and pied-pipes γ when β is at the edge of γ. This is the configuration of

pied-piping of γ by α via β. Thus, the current proposal captures the general property of recursive
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pied-piping.21,22

It should be added here that this explanation of the generalization (23) leaves room for avail-

ability of pied-piping on a smaller scale in some domains in head-initial languages. For instance,

possessor indeterminate pronouns in general are located at the edge of the nominal phrase, and

they are accompanied by a possessor marking such as genitive case, which is generally a bound

morpheme. When F is Externally Pair-Merged with the head H that hosts a possessor in its speci-

fier, and the ⟨F, H⟩ amalgam is forced to be realized as a bound morpheme, which indeed satisfies

the requirement (40). The possessor and F undergo feature-sharing of operator features, and the

shared operator features drive movement of the entire phrase (or ⟨Op, Op⟩) to a licensing position

of indeterminate pronouns. This is even possible in languages that have non-affixal definite arti-

cles and lack productive compositional indeterminate pronouns. Let us consider English (46) as an

instance.

(46) [Whose book] did you read?

Whose can be analyzed as consisting of who + the genitive marking /z/. I assume that who is

located in Spec,DP and /z/ is the head of the DP (see also chapter 6 on an analysis of the genitive

21. The current proposal can also explain the impossibility of indeterminate pronouns being interpreted in the matrix
clause in (i), where the indeterminate pronouns are embedded in a wh-island that is embedded in a relative clause.

(i) Taro-wa
Taro-TOP

[[[Hanako-ga
Hanako-NOM

doko-de
where-LOC

nani-o
what-ACC

katta
bought

ka]
Q

shitteiru]
know

hito]-ni
person-DAT

atta
saw

no?
Q

‘Did Taro see a person who knows where Hanako bought what?’
NOT ‘For which x, x a thing, did Taro saw a person who knows where Hanako bought x?
NOT ‘For which x, x a place, did Taro saw a person who knows what Hanako bought in x?’

Under the current proposal, the operator feature of the indeterminate pronouns is given the value [Q] by ka and
interpreted in the most embedded clause. Thus, neither doko ‘where’ nor nani ‘what’ can undergo movement to the
edge of αP in order to pied-pipe the relative clause. It is worth noting here that the observation in (i) cannot be
accounted for by Watanabe’s (1992b) proposal, in which an operator that functions as WH can be merged at the edge
of a pied-pipee regardless of the position of the indeterminate pronoun. Tsai (1994, 1999) offers a proposal similar to
Watanabe’s, where an operator, which is responsible for the interpretation of wh-questions, can be merged at the edge
of DP, i.e., the relative clause in the case of (i). Their proposals incorrectly predict that the indeterminate pronouns in
(i) could be interpreted in the matrix clause, because the relevant operator can merge at the edge of the relative clause
and pied-pipe it in (i). Thus, the current proposal is favored over those by Watanabe and Tsai.
22. The current proposal has a potential to offer a principled explanation of head-finality. Kayne (1994) proposes
that the default word order is universally head-initial, and the head-final order is derived by roll-up movement of the
complement of relevant heads. Biberauer et al. (2014) propose that this roll-up movement is triggered by EPP. Recall
that Chomsky (2015) deduces EPP of English T from the labeling requirement of a weak head. It may then not be
implausible to hypothesize that the roll-up movement that derives the head-finality is triggered by weak heads, which
are realized as suffixes. I leave full investigation of this topic for future research.
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marker in English). As discussed in chapter 3, English is a non-affixal article language where

DP projects above indeterminate NPs, and this DP has a valued interpretable operator feature

iOp[Q], which values the operator feature of indeterminate pronouns and marks them as necessarily

questions words. Thus, the entire DP that corresponds to who has a valued operator feature. In

order for who to pied-pipe the possessum book, which lacks the operator feature, the head F,

which carries the unvalued operator feature, Externally Pair-Merges with D and creates the ⟨F, D⟩,

which corresponds to the genitive /z/. Since the genitive marker is a bound morpheme, the ⟨F, D⟩

amalgam satisfies the morpho-phonological condition on weak heads (40). When who is merged in

the specifier of the ⟨F, D⟩ amalgam, they undergo feature sharing of the operator features, with the

operator feature of the ⟨F, D⟩ amalgam valued as [Q]. In this way, the possessem book is pied-piped

by who. This is illustrated in (47).

(47) ⟨Op[Q], Op[Q]⟩

DP

DiOp[Q] NP
whouOp[Q]

⟨F, D⟩

⟨FuOp[Q], D⟩ NP

book

In the cases where the entire phrase whose book overtly moves as in (46), both D and F have an

unvalued focus feature, which projects with the operator feature.23

Ps/PPs can also often be pied-piped by an indeterminate pronoun rather than being stranded,

as exemplified by English (48).

(48) [To whom] did you give the book?

Bošković (2016b) suggests that Ps in such cases are functional elements rather than lexical ele-

ments (see also chapter 6). My suggestion here is that Ps in such cases can be analyzed as bound

morphemes that are morphologically dependent on the following nominal phrase.In such cases, F

Externally Pair-Merges with P, and the ⟨F, P⟩ amalgam counts as a weak head. The operator feature

23. Conversely, when whose book stays in-situ as in Who read whose book?, the focus feature is absent and only
operator features project (see Bošković 2007b).
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of the ⟨F, P⟩ amalgam is then valued as [Q] via feature sharing and the shared operator features

project as illustrated in (49), which is the configuration of pied-piping.

(49) ⟨Op[Q], Op[Q]⟩

⟨FuOp[Q], P⟩ ⟨Op[Q], Op[Q]⟩

DiOp[Q] NP
whomuOp[Q]

Crucially, when this ⟨F, P⟩ amalgam is sent to PF, it is realized as a bound morpheme, which

observes the requirement (40) (overt fronting of to whom is trigged by an unvalued focus feature,

which I omit in (49)). Thus, the proposed deduction of the generalization (23) can be extended to

other pied-piping cases.

To summarize this section, I have proposed that large-scale pied-piping can be captured by

a feature-percolation analysis implemented under Chomsky’s (2015) labeling theory, in which a

head F that has an unvalued operator feature Externally Pair-Merges with the head of the projection

to be pied-piped, and F undergoes feature sharing with the head of a compositional indeterminate

pronoun that also bears an unvalued operator feature. I have then proposed the criterion of weak

heads, by which weak heads are heads that bear an unvalued feature, and a morphological condition

of weak heads, in which weak heads are realized as bound morphemes. I have argued that the

generalization (23) is deduced from these two properties of weak heads in combination with the

feature specification of compositional indeterminate pronouns proposed in chapter 3 and Inaba’s

(2011) generalization that head-initial complementizers are free morphemes but head-final ones

are bound morphemes.

4.4 Deduction of Agree from Minimal Search

In this section, I argue that the formulation of weak heads in (41) allows us to deduce Agree from

Minimal Search, a possibility actually hinted at by Chomsky (2013, 2015).

Recall that Chomsky (2015) proposes that weak heads need to be “strengthened” by feature-
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sharing. This is technically implemented in the traditional spec-head agreement configuration by

Minimal Search, as seen above. Recall also that in chapter 3 I adopted Bošković’s (2007b) theory

of Agree, in which movement is always driven by an unvalued feature of the moving element. To

recapitulate Bošković’s theory, (50) is repeated from chapter 3. When a DP is base-generated in

Spec,vP and has an unvalued Case feature as in (50a), T first probes down the DP and has its ϕ-

features valued, as shown in (50b). The DP then moves to Spec,TP, from where it can probe down

T, as a result of which the Case feature of D is valued as [NOM], as seen in (50c).

(50) a. TP

T
[ϕ:__]

vP

DP
[ϕ:α]

[Case:__]

v′

b. TP

T
[ϕ:α]

vP

DP
[ϕ:α]

[Case:__]

v′

probe down

c. TP

DP
[ϕ:α]

[Case:NOM]

T′

T
[ϕ:α]

vP

t v′

probe down

Interestingly for the current context, Saito (2018), who adopts Chomsky’s (2015) labeling theory,

quotes Noam Chomsky and Hisa Kitahara, who point out that in a configuration in which DP is

Spec,TP, Case on D cannot be valued via a probe-goal relation, because D does not c-command T.

In Bošković’s original system, this issue would actually not arise, because the feature bundle of D

including Case projects as DP from where the Case feature c-commands T under the Bare Phrase

Structure Theory (Chomsky 1995a); to put it differently, when D projects DP, this DP is essentially

like D in terms of feature specifications. Crucially, however, under the current system, in which

heads with unvalued features are weak heads and weak heads cannot project on their own, the Case

feature on D cannot project up to the conventional DP node and hence cannot c-command the goal.

Saito suggests, following Hisa Kitahara, that Case is valued via Minimal Search, just as ϕ

on T is valued. When a DP moves to Spec,TP, Minimal Search finds D and T, which have an

unvalued Case feature and unvalued ϕ-features, respectively, and those features are valued against

their valuer, as illustrated in (51).
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(51) a.

DP

D
[Case:__]

[ϕ:α]

NP T
[ϕ:__]

vP

b. TP

DP

D
[ϕ:α]

[Case:NOM]

NP

TP

T
[ϕ:α]

vP

valuation by Minimal Search

Notice that the current conception of weak heads (see (41)) allows and requires us to generalize

this idea to all weak heads, namely, all unvalued features. Whenever Minimal Search finds a weak

head whose feature cannot be valued by a head/feature in the search domain, a syntactic object

that immediately dominates the weak head needs to move to a position where the weak head can

find a valuer and provide a label after feature sharing/strengthening, as discussed above (when a

weak head finds a valuer in the pre-movement structure, Minimal Search finds the relevant heads

and valuation of the features takes place). This essentially derives the mechanism of Agree in

Bošković’s system, in which unvalued features always probe down and movement is driven by

an unvalued feature of the moving element, which moves so that the relevant feature can probe

down its goal (note that Agree also takes place without movement when a probe finds a goal in the

pre-movement structure). Crucially, however, under the current system, valuation of all features

is done by Minimal Search, which is a third factor principle outside UG according to Chomsky

(2013). This means that we can eliminate the operation Agree from the computational system of

language, hence minimize UG.24

This deduction of Agree also captures two conflicting ideas regarding movement driven by

agreement proposed in the literature. On the one hand, as mentioned above, the current argument

integrates Bošković’s insight that movement is driven by a formal inadequacy of the moving ele-

ment, which dates back to Move and feature-checking in early minimalism and Case Filter in the

24. Under the current system, it would need to be assumed that apparent “upward” valuation, i.e., valuation of a probe
that is c-commanded by its goal, in general involves covert movement and pronunciation of a lower copy; e.g., ϕ-
agreement between T and a post-verbal subject in Italian is analyzed as involving movement of the subject to Spec,TP
and pronunciation of the lower copy. See Stjepanović (2003) and footnote 15 for relevant discussion.
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GB Theory. Essentially, under this line of movement theories, the pre-movement structure involves

a problem; if movement does not take place, the derivation would crash (e.g., an unvalued feature

remaining unvalued). Resolving a problem with the base (i.e., pre-movement) structure thus moti-

vates movement. From this perspective, as Bošković (2021c) points out, Chomsky’s (2013) version

of labeling theory, which does not assume weak heads, can be considered to be of this type. In this

version of labeling theory, movement of an external argument from Spec,vP to Spec,TP takes place

in order to label the {DP, vP} structure by leaving a copy in Spec,vP that is ignored for labeling

(the {DP, TP} structure is labeled by feature-sharing, but T itself does not require this movement).

In other words, if the movement in question does not take place, the labeling problem in the base

(i.e., pre-movement) structure would remain, which results in ill-formedness. In fact, unifying

Bošković’s (2007b) Agree theory and Chomsky’s (2013) labeling theory from the perspective dis-

cussed here, Bošković (2021c) proposes that an unvalued feature on the moving element causes

a labeling problem in the base structure, which then drives movement. On the other hand, move-

ment has also occasionally been assumed to be driven by a formal requirement of the target of

movement. Part of Chomsky’s (2015) version of labeling theory belongs to this type, since the

weak head T requires movement of DP to its (traditional) specifier position for feature-sharing.

Crucially, under this version of labeling theory, in this particular case movement is solely driven

by weakness of the target, not by a problem in the base-structure.25 Attract in Chomsky (1995b)

and the EPP-driven movement theory in Chomsky (2000, 2001) are also of this type. The current

proposal allows both types of movement, but crucially, the motivation for movement is uniform;

presence of an unvalued feature (i.e., a weak head). Movement of XP can take place if the target

of the movement is a weak head, even if the XP does not have an unvalued feature. Conversely,

movement of XP can be motivated solely by an unvalued feature of the XP, even if the target has

no unvalued feature. Valuation of Case in Japanese discussed by Saito (2018) falls under this.

Saito assumes that T in Japanese does not have unvalued ϕ-features unlike T in English. Under

25. As mentioned in footnote 15, Chomsky (2015) assumes that T in Italian is strong and hence does not require a DP
in its specifier position. He actually leaves open the structure and the derivation in which an external argument does
not move to Spec,TP, which would involve a {DP, vP} structure that should be unlabelable. See footnote 15 for an
argument that the issue can be resolved in the system proposed in this dissertation.
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the current system, an external argument that bears an unvalued Case feature moves to Spec,TP in

order for the Case feature to be valued by Minimal Search, and T itself has no reason to attract the

external argument. There is even a third possibility that movement is driven by both the moving

element and the target, if both have an unvalued feature. One such case is movement of an external

argument from Spec,vP to Spec,TP in English (cf. (51)); D has an unvalued Case feature, which

triggers movement of the external argument, and T has unvalued ϕ-features that attract the external

argument. In all these three cases, a weak head requires feature valuation by Minimal Search, for

which the traditional spec-head configuration is created.

The current proposal that movement can be driven by either the target or the moving element, or

both, can account for the cross-linguistic variation regarding the superiority effect in multiple wh-

fronting languages discussed in chapter 3. Bošković (2008b, 2012) establishes the generalization

that multiple wh-fronting languages without definite articles do not display superiority effects.

Thus, Bulgarian, which has definite articles, shows the superiority effect as seen in (52), whereas

Serbo-Croatian, which lacks definite articles, does not show the relevant effect, as shown in (53).

(52) a. Koj

who

kogo

whom

vižda?

sees

b. *Kogo

whom

koj

who

vižda?

sees

(Bulgarian, Rudin 1998:472-473)‘Who sees whom?’

(53) a. Ko

who

koga

whom

voli?

loves

b. Koga

whom

ko

who

voli?

loves

(Serbo-Croatian, Bošković 2002b:353)‘Who loves whom?’

In addition, Bošković (1997a) observes that even in Bulgarian, when there are more than two
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compositional indeterminate pronouns, the non-initial ones do not show the superiority effect, as

shown in (54).26

(54) a. Koj

who

kogo

whom

kakvo

what

e

is

pital?

asked

‘Who asked whom what?’

b. Koj

(Bulgarian: Bošković 1997a:239)who

kakvo

what

kogo

whom

e

is

pital?

asked

Bošković (2002b) proposes that the highest compositional indeterminate pronoun in Bulgarian

undergoes movement to Spec,CP triggered by a [+wh] feature of C, which is responsible for the

superiority effect, while the non-initial compositional indeterminate pronouns in Bulgarian (see

below for details) and all compositional indeterminate pronouns in Serbo-Croatian move to a lower

position. Bošković (2008b) suggests that in languages with definite articles, C has a D feature,

which drives movement of an indeterminate pronoun to Spec,CP.

It should be noted first that this explanation is difficult to implement in frameworks such as

Bošković’s (2007b), in which movement is solely driven by an unvalued feature of the moving

element. Crucially, in this framework, the target of movement has no relevance for the movement.

Therefore, even if C has a D feature as Bošković (2008b) assumes, it simply probes down a DP in

its c-commanding domain and has its D feature valued against it (and the DP need not in principle

be an indeterminate pronoun). The highest compositional indeterminate pronoun then moves to

Spec,CP due to its operator feature, independently of the D feature of the C head (note that the D

feature of DP is naturally assumed to be inherently valued and hence does not trigger movement).

Thus, the D feature on C cannot drive movement of the highest compositional indeterminate pro-

26. Note that kogo ‘whom’ and kakvo ‘what’ show the superiority effect in the absence of koj ‘who’, as shown in (i).

(i) a. Kogo
whom

kakvo
what

e
is

pital
asked

Ivan?
Ivan

‘Who did Ivan ask what?’

b.*Kakvo
(Bošković 1997a:239)what

kogo
who

e
is

pital
asked

Ivan?
Ivan
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noun to Spec,CP, contra Bošković’s (2008b) account. It is then unclear why C “attracts” the highest

compositional indeterminate pronoun in Bulgarian under Bošković’s (2007b) system.

On the other hand, the current proposal can capture the movement in question, if we assume,

based on Bošković (2008b), that the D feature of the C head is an unvalued feature and hence this

C head is a weak head. Under this assumption, the C head requires a syntactic object that can value

its D feature to be in its specifier position, just like Chomsky’s (2015) weak T in English. At the

same time, the highest compositional indeterminate pronoun also has an unvalued operator feature,

so that it also needs to move to a position where Minimal Search can find a head that can give a

value to the operator feature. Thus, both the moving element and the target of the movement have

a reason to undergo/attract movement in this case.

A question that remains is how the non-initial compositional indeterminate pronouns in Bul-

garian and all compositional indeterminate pronouns in Serbo-Croatian undergo movement to a

position where the operator feature is valued, without inducing the superiority effect. I argue that

Epstein et al.’s (2020) implementation of Minimal Search in multiple-specifier configurations can

be extended to account for the lack of the superiority effect in the cases in question. Epstein et al.

(2020) discuss what counts as the first heads that Minimal Search finds in multiple specifier config-

urations. Epstein et al. propose that Minimal Search finds a target via the “shortest” possible path,

adopting Chomsky’s (1995b) idea that a shorter path is selected over a longer one. The relevant

definitions are given in (55).27

27. This is essentially similar to calculation of a version of Economy of Derivation in early minimalism. Bošković
(1997a), building on an early draft of Collins (1994), notes that there are two views of Economy of Derivation. One
is a global view, in which a derivation α is more economical than (hence preferred to) a derivation β iff α crosses
fewer nodes than β, whether some of the nodes crossed by α and β are the same or not. The other is a local view,
in which a derivation α is more economical than (hence preferred to) a derivation β iff the set of nodes crossed by
α is a proper subset of the set of nodes crossed by β. Note now that (55) is essentially the local view of Economy
of Derivation. Interestingly, Bošković (1997a) argues that the local view is empirically motivated. He provides the
following sentences ((ic) is taken from Oka 1993):

(i) a. Whati did [people from where] try to buy ti?

b. cf. *Whati did who try to buy ti?

c. ?Whati did you persuade [friends of whom] to buy ti?

d. cf. ?*Whati did you persuade whom to buy ti?

In (ia), the two wh-phrases what and where do not c-command each other in their base positions, hence the path of
what to Spec,CP is not in the subset-superset relation with that of where to Spec,CP (the same holds for the two wh-
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(55) a. The path of α is the set of all SOs of which α is a term.

b. X is a term of Y iff X ∈ Y or X ∈ Z, Z a term of Y.

c. The path of α is shorter than the path of β iff the path of α is a proper subset of that of

β.

Let us first see how this proposal works in a single specifier configuration (56), which schematizes

the traditional TP in English.

(56) SO1

SO2 (=DP)

Dϕ[val],Case[ ] NP

SO3

TT[val],ϕ[ ] vP

Here the path of D is {SO1, SO2}, and the path of T is {SO1, SO3}, so neither the path of X nor the

path of Y is a proper subset of the other. Thus, both X and Y count as the first heads that Minimal

Search finds, and they can undergo feature sharing and valuation of the unvalued features.28

Let us now look at a multiple specifier configuration. Epstein et al. (2020) use a multiple

nominative construction in Japanese as an example.

(57) Bunmeikoku-ga

civilized.country-NOM

dansei-ga

male-NOM

heikin-jumyou-ga

average-life.span-NOM

mijikai.

short.PRES

‘It is in civilized countries that male’s average life span is short’

The relevant structure of (57) is schematized in (58).29

phrases (ic)). Under the global view, (ia) and (ic) would be incorrectly ruled out, since movement of what would cross
more nodes than movement of where. On the other hand, the local view of Economy of Derivation correctly predicts
that (ia) and (ic) are acceptable, since the path of movement of what is neither a subset nor a superset of the path of
movement of where. Thus, Bošković concludes that the local view preferred to the global view. This in turn provides
support for the path-based theory of Minimal Search in (55), which is essentially a local view of path calculation.
28. Following Saito (2016), Epstein et al. assume that the Tense feature of T values the Case feature of N as
[Nom(inative)].
29. Epstein et al. assume that N is the highest head of each nominal phrase. The discussion here is intact if K is the
highest head as Saito (2018) assumes.
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(58) SO1

SO2

N1 Case[ ] XP

SO3

SO4

N2 Case[ ] YP

SO5

SO6

N3 Case[ ] ZP

SO7

TT[val] vP

In this configuration, the path of N1 is {SO1, SO2}, the path of N2 is {SO1, SO3, SO4}, the path of

N3 is {SO1, SO3, SO5, SO6}, and the path of T is {SO1, SO3, SO5, SO7}. Notice that none of the

paths of these heads are a proper subset of the others. Thus, Miminal Search finds N1, N2, 3, and

T as the first heads at the same time, and valuation of the Case feature of each N takes place.

Epstein et al. further discuss availability of multiple specifiers in different languages. As is

well-known, English disallows the multiple nominative construction unlike Japanese. Since the

path-based Minimal Search should work universally across languages as a third factor principle,

the construction in question would be expected to be possible in English. In order to address this

issue, Epstein et al. (2020:6) propose a principle of unique identification as in (59).

(59) “Multiple-specifier” configurations appear iff Minimal Search finds one and only one valu-

ing head per agreement-relation; that is, for each unvalued feature uF-valuee, there is one

and only one valued feature vF-valuer.

In the case of the Japanese multiple nominative construction, each N has an unvalued Case feature,

and there is one and only one valuer for it, namely, (the Tense feature of) T. T is assumed to lack

unvalued ϕ-features, so there is no feature that needs to be valued on T. On the other hand, English

T has unvalued ϕ-features. Thus, although the Case features of the Ns has one and only one valuer

(i.e., the Tense feature of T), Minimal Search finds three valuers for the ϕ-features of T, i.e., N1, N2,

and N3. Thus, an English multiple nominative construction would violate the uniqueness condition

(59), resulting in ill-formedness of the construction due to the failure to label.

Now, I argue that Epstein et al.’s theory of Minimal Search can be straightforwardly extended
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to capture the variation regarding superiority effects discussed above. The gist of my proposal

here is that the superiority effect arises if hosting more than one syntactic object causes a label-

ing problem. Let us first consider the superiority effect in languages like Bulgarian. I assume,

following Bošković (2008b) that C has an unvalued D feature in languages with definite articles

such as Bulgarian. The C head in those languages cannot then host more than one specifier, be-

cause C has an unvalued D feature, which requires one and only one valuer as per (59). Thus,

only one compositional indeterminate pronoun moves to Spec,CP. A question that arises now is

why the compositional indeterminate pronoun that moves to this position needs to be the highest

one. I propose that Minimal Search looks for a syntactic object that has the shortest path among

candidates for Internal Merge to the target. To illustrate this, let us look at the schematic structure

in (60).

(60) SO1

CuD[ ] SO2

T SO3

SO4

‘who’

SO5

v SO6

V SO7

‘what’

Since what moves is the maximal projection level (i.e., NPs), Minimal Search looks at SO4 and

SO7. The path of SO4 (i.e., ‘who’) is {SO1, SO2, SO3}, and the path of SO7 (i.e., ‘what’) is {SO1,

SO2, SO3, SO5, SO6}. Thus, the path of SO4 is a proper subset of the path of SO7, and hence

it is “shorter”. We can therefore conclude that the subject indeterminate pronoun is higher than

the object one. Minimal Search then chooses the higher syntactic object for movement (Internal

Merge) to the target position, Spec,CP. Thus, the path-based definition of Minimal Search correctly

picks the highest element in the structure for Internal Merge, which captures the superiority effect
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in multiple wh-fronting in languages like Bulgarian.

Turning to multiple wh-fronting in languages like Serbo-Croatian which do not show the su-

periority effect, a number of authors have proposed that those indeterminate pronouns that do not

show the superiority effect move to a position lower than Spec,CP (see, e.g., Bošković 1997b,

2002b, 2008b, Lambova 2001, Stjepanović 1999, among others). In addition, as discussed in

chapter 3, it has been argued that multiple wh-fronting essentially involves focus movement (e.g.,

Bošković 1999, 2002b, Horvath 1996, Izvorski 1995, É Kiss 1995, Lambova 2001, Rochemont

1986, Stepanov 1998, Stjepanović 1999). Based on these, I suggest that compositional indetermi-

nate pronouns in the cases in question move to Spec,FocP, a position lower than Spec,CP in the left

periphery (cf. Rizzi 1997). I also assume that Foc has a valued interpretable Focus feature, and that

this feature can value an uninterpretable focus feature and an uninterpretable operator feature (the

latter as [Q], just as T values Case as [Nom]). Crucially, Foc does not have an unvalued feature,

and hence is a strong head under the current system, unlike C in Bulgarian (or multiple wh-fronting

languages with definite articles in general), which has an unvalued D feature and hence is a weak

head. Interestingly, Bošković (2001a,b, 2002b) suggests that interrogative C in Bulgarian is a PF

affix, whereas that in Serbo-Croatian is not. This is motivated by the observation that Bulgarian

C needs to be adjacent to a verbal element (i.e., a verbal element needs to move to C as a host of

C), whereas Serbo-Croatian C (which is Foc here) does not, as shown in (61). This is straightfor-

wardly captured by the current proposal, since Bulgarian C is a weak head that bears an unvalued

D feature and hence must be realized as a bound morpheme as per (40), whereas Serbo-Croatian C

(or Foc) is a strong head that does not bear the D feature and hence is not subject to the condition

(40).30

(61) a. *Kakvo

what

(C)

C

toj

he

dade

gave

na

to

Petko?

Petko

(Bulgarian)‘What did he give to Petko?’

30. English interrogative C can also be analyzed as an affix just like Bulgarian C, since it requires do-support in matrix
questions (i.e., it requires a host for affixation; see in fact Bošković 2000). Note that English multiple wh-questions
are subject to the superiority effect, and hence can be analyzed in the same way as multiple wh-fronting in Bulgarian.
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b. Kakvo

(Bulgarian)what

dade

gave+C

toj

he

na

to

Petko?

Petko

c. Šta

what

(C)

C

on

he

dade

gave

Ivanu?

Ivan

(Serbo-Croatian)‘What did he give to Ivan?’

(Bošković 2001a:4)

Let us now consider the derivation of multiple wh-fronting without the superiority effect. When

there are two candidates for Internal Merge, the higher one is found by Minimal Search (for the

reason discussed above), and it moves to Spec,FocP. Then, the non-initial indeterminate pronoun

undergoes Internal Merge to Spec,FocP. Interestingly, the relative height of the indeterminate pro-

nouns in Spec,FocP does not matter for labeling. Whether the non-initial indeterminate pronoun

moves to the outer or inner specifier of Foc, each indeterminate pronoun has one and only one

valuer for the operator feature and the focus feature (i.e., Foc) and Foc does not have an unvalued

feature to be valued, just like the multiple nominative construction in Japanese in (58).31 Thus, the

superiority effect can be analyzed as a matter of labeling of the structure after Internal Merge of

relevant syntactic objects.

This analysis can be extended to the non-initial indeterminate phrases in Bulgarian, which do

not show the superiority effect on a par with indeterminate pronouns in Serbo-Croatian (cf. (54)).

Interestingly, Lambova (2001) proposes that the non-initial indeterminate phrases in Bulgarian

move to Spec,FocP (while the highest indeterminate phrase moves to Spec,CP).32 We can then

31. Bošković (2002b) observes that multiple wh-fronting in Serbo-Croatian shows the superiority effect when the
overt Q-particle li is present, as seen in (i).

(i) a. Ko
who

li
C

koga
what

voli?
loves

‘Who loves what?’

b.*Koga
what

li
C

ko
who

voli?
loves

This can be captured if we analyze li as a weak head that has some unvalued feature. In fact, li is a second position
clitic, which is morphologically dependent on the first element in the sentence (see Bošković 2001b for detailed
discussion of the property of li). The superiority effect shown in (i) can then be accounted for on a par with that in
Bulgarian.
32. To be more precise, Lambova calls the relevant projection ∆P, but practically it is equivalent to FocP in the current
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maintain that just as in Serbo-Croatian, each of the non-initial indeterminate phrases in Bulgarian

that are located in Spec,FocP finds one and only one valuer of the operator feature, i.e., Foc.

Crucially, Foc in Bulgarian can be assumed to be a strong head (i.e., it does not bear an unvalued

feature) just like Foc in Serbo-Croatian, so that the superiority effect does not arise for the reason

discussed above for Serbo-Croatian.33

To summarize this section, I have argued that it is possible to deduce Agree from Minimal

Search by assuming that weak heads are heads that have an unvalued feature at the point of Ex-

ternal Merge, capturing two conflicting views on agreement in a uniform manner. I have then

proposed that this deduction enables us to account for the variation regarding presence/absence of

superiority effects in multiple wh-fronting by adopting Epstein et al.’s (2020) path-based calcula-

tion of Minimal Search.

4.5 On selective island sensitivity in affixal article languages

In this section, I argue that the above proposal regarding weak heads can be extended to insensi-

tivity of particular indeterminate phrases to wh-islands in a class of languages. Bošković (2008a)

observes that movement of D-linked wh-phrases and relativization out of multiple wh-islands are

allowed in Albanian, Bulgarian, Hebrew, Icelandic, Norwegian, Romanian, and Swedish, which

are all affixal article languages.34 This is contrasted with English, which has non-affixal article,

proposal.
33. Movement of the non-initial indeterminate pronouns to Spec,FocP in Bulgarian violates the Cycle, since it takes
place after movement of the highest indeterminate pronoun. One possibility to circumvent this issue is to define the
Cycle by phases; e.g., movements within a single phase count as cyclic regardless of the order of the movements
(Chomsky 2000, 2001 in fact suggests the possibility that movement to an inner specifier, which violates the Cycle,
may be allowed within one phase). Under Bošković’s (2007b) contextual approach to phasehood adopted in this
dissertation, the highest phrase in the left periphery, i.e., CP, counts as a phase in the C-domain. CP and FocP are then
within one phase, so that the movements in question take place within a “phase cycle” and hence do not violate the
cycle.

It is worth adding here that there are actually proposals that violate the Cycle in the traditional sense. For instance,
Richards (1997, 2001) proposes tucking-in, where non-initial indeterminate pronouns target a position lower than the
highest one. Chomsky (2008) proposes that an external argument moves to Spec,TP after C enters the structure and
ϕ-features are inherited from C to T. Extending this to the case under discussion, we can propose that non-initial
indeterminate pronouns move to Spec,FocP after C enters the structure and, say, a (valued) focus feature is inherited
from C to Foc.
34. The generalization crucially concerns extraction from multiple wh-islands.
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and SC, which lacks articles. (62)-(64) are quoted from Bošković (2008a).

(62) (English)*I saw a book which I wonder who knows who sells.

(63) *Vidio

Seen

sam

am

knjigu

book

kojui

which

se

REFL

pitam

wonder-1sg

ko

who

zna

knows

ko

who

prodaje

sells

ti.

(SC)‘I saw a book which I wonder who knows who sells.’

(64) Vidjah

saw-1sg

edna

one

kniga,

book

kojatoi

which-the

se

REFL

čudja

wonder-1sg

koj

who

znae

knows

koj

who

prodava

sells

ti.

(Bulgarian)‘I saw a book which I wonder who knows who sells.’

Bošković (2008a) thus establishes the following generalization, where selective wh-island insen-

sitivity means the possibility of extraction of D-linked/relative wh-phrases out of multiple wh-

islands;

(65) Selective wh-island insensitivity is a property of languages with affixal articles.

(Bošković 2008a:263)

Bošković attempts to explain (65) based on his deduction of freezing effects from Chomsky’s

(2000) Activation Condition, which requires that a goal have an unvalued feature in order to par-

ticipate in Agree. As an instance of a freezing effect, he discusses wh-islands in English.

(66) *Whati do you wonder [CP ti C [IP John bought ti (when)]] (Bošković 2008a:256)

He assumes that wh-phrases have a valued wh-feature and an unvalued operator feature, and the

latter is checked/valued by an interrogative C in its specifier position (and the unvalued wh-feature

of interrogative C is valued). In (66), the embedded interrogative C, which is a probe, Agrees with

what, which is a goal, and values the operator feature of what (at the same time, the wh-feature

of the C is valued). Then, what moves to Spec,CP to satisfy EPP of this embedded interrogative

C. Crucially, when the matrix interrogative C is merged and tries to probe down a goal, what is

inactive, since its unvalued feature (i.e., the operator feature) has already been valued. Thus, what
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is “frozen” in Spec,CP of the embedded clause, and cannot move to Spec,CP of the matrix clause.

(This explanation can be adapted to Bošković’s 2007b Agree system, in which an unvalued feature

drives movement, as Bošković 2008a himself notes. See also Saito 2017, who indeed explains

wh-island effects in Bošković’s 2007b system, as discussed in chapter 3.)

In addition, Bošković (2008a) proposes that there are special D heads for D-linking and rel-

ativization which have an unvalued operator feature and project above wh-phrases. He also sug-

gests that in affixal article languages these D heads share operator features with compositional

indeterminate pronouns in my terminology due to their affixal nature, as a result of which the full

D-linked/relative indeterminate phrases have two operator features. This suggestion is motivated

by the observation that in some affixal article languages such as Albanian and Bulgarian, D-linked

and relative indeterminate phrases, but no other indeterminate phrases, are accompanied by affixal

articles (see koja-to ‘which-the’ in (64)). He then argues that only one of the two operator features

of those indeterminate phrases is valued by an embedded C, so the indeterminate phrases remain

active even after they Agree with the embedded C. Consequently, the indeterminate phrases in the

specifier of the embedded interrogative CP can Agree with the matrix interrogative C.

It should be noted that Bošković leaves open how the feature sharing mechanism by affixation

is technically implemented. In particular, it remains to be explained why the affixal nature of the

relevant articles, which is a morphological property, influences the syntactic property, i.e., feature

sharing. In addition, it is actually not clear how (64) is captured. In his proposal, D-linked/relative

indeterminate phrases in affixal article languages have two operator features because of feature

sharing, one from compositional indeterminate pronouns and the other from D-linking/relative D.

Let us consider how this would account for (64), repeated here as (67), with relevant bracketing

and traces added.
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(67) Vidjah

saw-1sg

edna

one

kniga,

book

[CP1 kojatoi

which-the

C1 [se

REFL

čudja

wonder-1sg

[CP2 ti koj

who

C2 [znae

knows

[CP3 ti koj

who

C3 [prodava

sells

ti]]]]]].

(Bulgarian)‘I saw a book which I wonder who knows who sells.’

In the bottom-up structure building and derivation, kojato first Agrees with C3, and one of its two

operator features is valued. It then moves to Spec,CP3, from where it Agrees with C2.35 Notice

that at this point, the remaining operator feature of kojato would be valued, and hence no unvalued

feature would be left for Agree with C1. It then seems to be expected that kojato would be frozen

in Spec,CP2. In order to resolve this issue, Bošković suggests that one of the two operator features

can remain unchecked in the configuration of the relevant indeterminate phrases. He assumes

that D-linked/relative D hosts an indeterminate phrase in its specifier position. Since the two

operator features originate in different positions (one in the head of the entire D-linked/relative

indeterminate phrase and the other in its specifier), valuation of one of them can be “delayed” until

the indeterminate phrase reaches the final landing site. Here again, it is not clear how this delay of

feature valuation till the end of the derivation would be technically implemented.

I argue that the current proposal regarding Pair-Merge and Minimal Search can implement

Bošković’s ideas in a rather straightforward way, but without appealing to feature sharing. First, I

follow Bošković in assuming that the D-linked/relative D in affixal article languages has an unval-

ued operator feature, from which it follows under the current proposal that this D is a weak head

and is realized as a bound morpheme. In addition, I propose that this D is Externally Pair-Merged

with the N head of compositional indeterminate pronouns, by which a ⟨D, N⟩ amalgam is created.

This is schematized in (68) (note that since the ⟨D, N⟩ amalgam is a weak head, it does not project

until it undergoes feature sharing, hence the lack of the label on the highest node in (68)).

35. Here I ignore intermediate successive-cyclic movement steps such as the edge of vP.
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(68)

⟨DOp[ ], NOp[ ]⟩ Root

As mentioned above, Chomsky (2015) assumes that one of the heads in an ⟨H, H’⟩ amalgam is

invisible for Minimal Search. Recall also that valuation of a feature is done by Minimal Search,

which means that syntactic objects that are invisible for Minimal Search do not participate in

valuation of features. Thus, in (68), one of the two heads in the amalgam is invisible for Minimal

Search, and hence its operator feature remains unvalued when the entire phrase reaches the first

embedded Spec,CP. At a first glance, this seems to implement Bošković’s suggestion that valuation

of one of the two operator features is delayed. Crucially, however, the invisible head remains

invisible throughout the derivation under Chomsky’s (2015) assumption; the unvalued feature in

the invisible head would thus remain unvalued. Notice now that this cannot capture the anti-

freezing effect of D-linked/relative indeterminate pronouns suggested by Bošković. In order for

a D-linked/relative indeterminate phrase to move to the matrix Spec,CP, the unvalued operator

feature of the invisible head should somehow be “active”; otherwise, the entire phrase would be

frozen when the other operator feature is valued in the first embedded Spec,CP to which it moves.

Thus, there are two seemingly conflicting requirements on one of the two heads in (68): it should

be invisible for Minimal Search in order for the entire phrase not to be frozen in the course of

successive-cyclic movement, but it should be visible for Minimal Search in order for the entire

phrase to reach the matrix Spec,CP.

In order to resolve this problem, I modify Chomsky’s assumption; specifically, I propose that

one of the heads in a ⟨H, H’⟩ amalgam is actually invisible for Minimal Search during the derivation

but becomes visible at the end of the derivation (see below for a more precise characterization).

This proposal is based on Chomsky’s (2004) argument that in the case of adjunction of α to β,

which creates an ordered pair ⟨α, β⟩, β is more prominent in the course of the derivation with

respect to syntactic relations such as c-command, but at the point of Spell-Out of the ordered pair

α becomes equally prominent. Thus, when a D-linked/relative indeterminate phrase moves to the

edge of an embedded CP, one of its operator features is valued, but the other one can remain
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unvalued, which avoids freezing of the indeterminate phrase in that position. Since the edge of

an embedded CP is not sent to Spell-Out when this CP is completed under Chomsky’s (2000,

2001) conception of phases, the remaining unvalued operator feature of the relevant head in the

amalgam stays invisible. This operator feature becomes visible in the matrix Spec,CP, since it is

the end of the derivation and hence the entire structure is sent to Spell-Out.36 Thus, I conclude

that the generalization (65) can be captured by the revised version of head invisibility in an ⟨H,

H’⟩ amalgam. This resolves the issues of technical implementation of the deduction that Bošković

(2008a) originally suggests.

Note that this configuration is impossible in non-affixal article languages. As discussed in

chapter 3, DP always projects above indeterminate NP in non-affixal article languages, and the

operator feature of N is valued by the valued operator feature of this DP (see chapter 3 for details).

We can then assume that D-linked/relative D in non-affixal article languages also projects above

them rather than adjoins to them, and has a valued operator feature ([Q] or [Rel]). Thus, the

delay of feature valuation due to invisibility of one of the ⟨D, N⟩ amalgam I proposed for affixal

article languages is not possible in non-affixal article languages, hence the lack of selective island

sensitivity in non-affixal article languages.

Before concluding this section, I would like to briefly discuss variation in a particular type of

selective island sensitivity among affixal article languages. Specifically, Bošković (2008a) notes

that extraction of D-linked/relative argument PP out of multiple wh-islands is allowed in Albanian,

Bulgarian, Hebrew, and Romanian as illustrated by Bulgarian (69), while it is disallowed in Ice-

landic, Norwegian, and Swedish as illustrated by Icelandic (70). Bošković leaves open how the

difference can be accounted for.

36. In the cases of embedded/indirect questions and relative clauses, an indeterminate pronoun moves to Spec,CP of
the relevant embedded/relative CP and has its operator feature valued in that position. The indeterminate pronoun
could in principle move to the matrix Spec,CP without its operator feature valued in the embedded/relative Spec,CP,
but the operator feature could not be valued in the matrix Spec,CP, so that the derivation would crash. Thus, only the
derivation in which the indeterminate pronoun moves to the relevant embedded Spec,CP is legitimate in the cases of
embedded questions and relative clauses.
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(69) a. Na

on

koja

which

masa

table

se

REFL

čudiš

wonder.2SG.PRES

koj

who

složi

put

knigata?

the.book

‘On which table did John ask who put the book?’

b. Masata,

the.table

na

on

kojato

which

ti

you

se

REFL

čudiš

wonder

koj

who

složi

put

knigata

the.book

(Bulgarian)‘the table on which John asked who put the book’

(70) a.??Á

on

hvaða

which

borð

table

spurði

asked

Jón

John

hver

who

hefði

had.SUBJ

sett

put

bókina?

the.book

b.?*Borðið

(Icelandic)the.table

sem

that

Jón

John

spurði

asked

hver

who

hefði

had.SUBJ

sett

put

bókina

the.book

á

on

Interestingly, the former languages do not allow P-stranding, whereas the latter do, as represented

by Bulgarian (71) and Icelandic (72), respectively.

(71) *Koj

(Bulgarian: Merchant 2001:97)who

e

AUX

govorila

spoken

Anna

Anna

s?

with

(72) Hvern

(Icelandic: Merchant 2001:93)who

hefur

has

Pétur

Peter

talað

talked

við?

with

This leads us to conjecture that there is a correlation between the presence/absence of selective

island sensitivity of D-linked PPs and PP relativization on the one hand and the (un)availability

of P-stranding on the other in these affixal-article languages. An intuitive way to capture this

correlation could be that there is a structural difference between Ps in P-stranding languages and

those in non-P-stranding languages. Bošković (2014) proposes that Ps in P-stranding languages

have a richer structure than those in non-P-stranding languages. Given this, the difference between

Scandinavian languages and Bulgarian-type languages regarding selective island sensitivity of D-

linked PPs and PP relativization may be attributable to the structural difference regarding PPs,

that is, F could be Externally Pair-Merged only with structurally simpler Ps in the latter type of
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languages. I leave technical implementation of this idea for future research.

4.6 Conclusion of the chapter

In this chapter, I have discussed large-scale pied-piping, which moves an entire clause or an island

that contains a compositional indeterminate pronoun rather than extracting only the indeterminate

pronoun. Building on Watanabe’s (2004b) generalization that languages that allow large-scale

pied-piping have indeterminate pronouns, I have argued that the current proposal regarding inde-

terminate pronouns can capture it in combination with the assumption that a head F that has an

unvalued operator feature is merged with the head of the projection to be pied-piped. In addition,

I have established the generalization that large-scale pied-piping is only possible with head-final

clauses, and proposed that the availability of merger of F to a pied-pipee is constrained by the mor-

phological status of complementizers in a given language observed by Inaba (2011). In the course

of the discussion, I have refined the notion of weak heads in Chomsky’s (2015) labeling framework

and suggested a correlation between the syntactic and morphological properties of heads. I have

then shown that Epstein et al.’s (2016) definition of Minimal Search can be extended to capture

variation regarding the superiority effect in multiple wh-fronting, and proposed that the operation

of Agree can be eliminated from the computational system of language.

Finally, I have discussed an extension of the proposal on weak heads to selective wh-island

insensitivity observed by Bošković (2008a). I have claimed that his generalization that selective

wh-island insensitivity is a property of affixal article languages can be captured by the current

proposal that weak heads Externally Pair-Merged with another head can undergo feature sharing

and the assumption a lá Chomsky (2004) that one of the Pair-Merged heads can be invisible until

it is sent to Spell-Out.
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Appendix: Weak head and phasehood

In footnote 18 in section 4.3.2, I noted that English D, which is assumed to bear an unvalued Case

feature, may count as a weak head as per the proposed morphological criterion of weak heads (41).

Under Chomsky’s (2015) labeling theory I have adopted here, in which weak heads cannot project,

this means that the conventional “DP” node is unlabeled until D undergoes feature sharing with T

(in the case of subjects) in English (as well as languages where “DP” projects above NPs) and its

Case feature is valued. What is of particular relevance here is that, as mentioned in footnote 18,

Bošković (2016c, 2018a) argues that an unlabeled syntactic object cannot be a phase because we

need to know the label of the syntactic object in order to determine whether it is a phase or not.

Under the current proposal, then, the “DP” would not be a phase until its head undergoes feature

sharing with another head (e.g., T, R).

This raises a question regarding extraction out of a nominal domain discussed in chapter 1 and

2. Bošković (2005, 2008b, 2012, 2013a) shows that extraction of an adjunct and Left-Branch Ex-

traction of an adjective out of a nominal domain are impossible in languages with definite articles,

whereas they may be allowed in languages without definite articles, as exemplified by English

(73a) and Serbo-Croation (73b).

(73) a. *From which cityi did Peter meet [ti girls]?

b. Iz

(Bošković 2008b)From

kojeg

which

grada

city

je

is

Ivan

Ivan

sreo

met

[djevojke

girls

ti]?

Bošković’s proposal is that the extraction in question is banned by the interaction of the Phase Im-

penetrability Condition (PIC) and the anti-locality condition. The PIC states that the complement

of a phase head becomes inaccessible for further syntactic operations after Spell-Out, as a result

of which movement out of a complement of a phase head is blocked after Spell-Out (Chomsky

2000, 2001). In Bošković’s (2013a) formulation of the anti-locality condition, movement has to

cross at least one full phrase, not a segment. Crucially, Bošković proposes that DP projects above

NP in languages with definite articles and this DP is a phase, whereas DP is absent in article-less
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languages and NP is a phase. Thus, in languages with definite articles, when an adjunct, which

is adjoined to NP, is extracted, this adjunct either has to violate the PIC to satisfy the anti-locality

condition if it moves directly out of DP, as in (74a), or has to violate the anti-locality condition

to obey the PIC if it moves to Spec,DP before Spell-Out since it crosses just a segment, not a full

phrase, as in (74b). In contrast, in article-less languages, where NP is a phase, an adjunct can be

extracted without violating the PIC or the anti-locality condition, as illustrated in (75). (LBE of

an adjective out of a nominal phrase can be explained in the same way, on the assumption that an

adjective is adjoined to NP.)

(74) a. DP

D′

D NP

Adjunct NP
✓PIC

✗anti-locality

Spell-Out
domain

b. DP

D′

D NP

Adjunct NP

✗PIC
✓anti-locality

Spell-Out
domain

(75) NP

Adjunct NP

N YP

✓PIC
✓anti-locality

Spell-Out domain

Notice now that the “DP” would actually not project under the current proposal, since D has an

unvalued Case feature and hence counts as a weak head, which cannot provide a label on its own.

If labeling is a prerequisite for phasehood of a projection as Bošković (2016c, 2018a) argues, “DP”

would not count as a phase until valuation of the Case feature. Adjunct extraction (as well as LBE)

out of a nominal phrase that takes place before labeling of “DP” may then be incorrectly predicted

to be possible, because the phasal complement is sent to Spell-Out upon completion of the phase

(Chomsky 2000) and the “DP” phase would not be completed without the “DP” label.

I propose that this problem can be solved once we consider what is essential for the PIC, one

of the crucial ingredients for the explanation under discussion. Note first that whether a projection
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counts as a phase depends on the nature of its head; namely, a phase head projects a projection

that counts as a phase. This follows from the general property of non-minimal projections, i.e.,

the nature of a projection is determined by the nature of its head. It is worth mentioning here that

Bošković (2013a, 2014) argues that the highest projection in the extended projection of a lexical

category counts as a phase, the position I have also taken in this dissertation. Regarding the timing

of XP becoming a phase, Bošković proposes that XP becomes a phase when a head H that does

not belong to the same extended projection as XP is merged with XP. Since a head is crucial

for phasehood as mentioned above, Bošković’s proposal can be reformulated such that a head X

counts as a phase head when a head H that does not belong to the same extended projection as XP

is merged above X. This formulation in turn allows us to propose that the complement of a phase

head X is sent to Spell-Out when a head H that does not belong to the same extended projection as

X merges above X, whether X provides a label or not. Under this formulation, adjunct extraction

and LBE out of NP are still banned in languages where D merges above NP, since D is the phase

head as the highest projection in the nominal domain, and its complement is sent to Spell-Out as

soon as a next head H that does not belong to the same extended projections as D (i.e., the nominal

domain) is merged. Thus, the extractions in question are ruled out by the interaction of the PIC

and the anti-locality condition as schematized in (74) even if D is a weak head that cannot provide

a label on its own.
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Chapter 5

A Fine-grained Scale of the

NP/DP-language Distinction and the

Emergentist View of Parameters

5.1 Introduction

The NP/DP-language distinction discussed in this dissertation was originally proposed as a two-

way cut by Bošković’s (2008b, 2012); whether a language has a definite article (i.e., DP-language)

or not (i.e., NP-language). Talić (2015, 2017) later argued that the two-way distinction is not

sufficient and a three-way distinction is needed; non-affixal article languages, where DP always

projects, affixal article languages, where DP may be absent when the definite article is absent, and

article-less languages, where DP is always absent. I have shown in the previous chapters that the

three-way distinction is also observed with the Coordinate Structure Constraint and compositional

indeterminate pronouns.

Note, however, that Talić’s three-way distinction actually involves a categorical cut in struc-

ture building in the nominal domain which is actually similar to Bošković’s two-way cut. Under

Bošković’s two-way cut, the presence/absence of a definite article in a given language correlates
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with the presence/absence of DP. Under Talić’s three-way cut, the presence/absence of a definite

article in a given construction correlates with the presence/absence of DP. Thus, in both classifica-

tions of the NP/DP-language distinction, the presence of a definite article is crucial for projection of

DP: when the definite article is present, DP is projected; when it is not present, DP is not projected.

In this chapter, I argue that this distinction, including Talić’s three-way distinction, is not suf-

ficient, and that an even more fine-grained distinction needs to be made. In particular, the dis-

tinction to be made is not a two-way or three-way “cut”, but a “scale” from a canonical DP-

language to a canonical NP-language. As illustrations, I discuss Italian, Hungarian, and Greek

as languages that show some properties that cannot be captured by the two-way or three-way cut

of the NP/DP-language distinction. Importantly, based on these languages, it is argued that mere

presence/absence of a definite article in a given language or construction does not straightforwardly

correlate with the presence/absence of DP. In particular, DP can be absent even if the definite ar-

ticle is present. To capture this, I propose options for realization of definite articles in the syntax

under the Bare Phrase Structure Theory, which capture the otherwise mysterious behavior of these

languages. Specifically, I propose that definite articles in Italian, which have been analyzed as

being identical with clitics in the literature, can be adjoined to a head in the nominal domain via

base-generation, without projecting DP. I extend this to Hungarian and argue that languages can

differ with respect to the adjunction site of the definite articles in the nominal domain, which

results in various types of DP-languages in the scale. In addition, I propose that Greek definite

articles always project DP but can cliticize onto an adjective, which voids locality violations and

allows Left Branch Extraction of adjectives, a property associated with NP-languages. Thus, the

scale of NP/DP-language distinction can be captured by different options for realization of definite

articles in the structure, which are in fact allowed by the current syntactic theory. I also discuss

the proposed fine-grained scale of NP/DP-languages distinction from a perspective of the so-called

emergentist view of parameters, which conforms to the three-factor design of language proposed

by Chomsky (2005). The scale of NP/DP-languages distinction is shown to be an appropriate pa-

rameter given what is considered to be the locus of parameterization in minimalism and economy
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considerations of language acquisition.

The chapter is organized as follows. In section 5.2, I show that Italian behaves differently from

other languages in the previous classifications of NP- and DP-languages with respect to adjunct

extraction out of a nominal phrase and the distribution of possessive and pronominal reflexives.

In section 5.3, I propose that there are different options for realizations of definite articles in the

syntactic structure, which I argue capture the behavior of Italian in the relevant respects. In section

5.4, I discuss reflexive possessives and noun-incorporation in Hungarian, proposing that Hungar-

ian allows absence of DP and is less of a DP-language than e.g., English in the NP/DP-language

scale. In section 5.5, I demonstrate that Greek is yet another type of a DP-language. It is proposed

that the definite article in Greek always projects DP, while DP does not project above NP in indef-

inite nominal phrases, which is motivated by a number of properties where the relevant nominal

phrase behaves differently depending on whether it is definite or not. In addition, I propose that the

definite article in Greek can adjoin to A via movement, voiding locality restrictions, and allowing

LBE of adjectives, under Bošković’s (2013b) rescue-by-PF-deletion mechanism. I also discuss ex-

traction out of the nominal phrase in the presence of the indefinite article, proposing two possible

analyses, in both of which the indefinite article in Greek crucially does not project its own func-

tional projection. In section 5.6, I argue that the scale of the NP/DP-language distinction proposed

here receives further support from the emergentist view of parameters, a parameter theory that fits

the three-factor design of language in the current minimalism. The distinction between canonical

DP- and NP-languages is deduced from feature specifications of relevant lexical items as a locus

of parameterization and a third-factor principle that requires a learner to postulate as few formal

features as possible. Then, the intermediate status of Italian, Greek, and Hungarian is analyzed

as emerging from specific properties of the definite articles and/or indefinite articles in these lan-

guages that are acquired from the primary linguistic data, which interacts with another third factor

principle that generalizes a parameter value to other domains. In addition, the timing of acquisition

of definite articles in English and Italian is discussed from the viewpoint of economy of structure

building. In section 5.7, I discuss potential relevance of the presence of a fully grammaticalized
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indefinite article for projection of DP in indefinite nominal phrases, from a viewpoint of Egyptian

Arabic and Basque. Section 5.8 concludes the chapter.

5.2 Italian as a different type from non-affixal and affixal arti-

cle languages

In this section, I show that Italian, which has been considerd to be a non-affixal article language by

Bošković (2008b, 2012) and Talić (2017), behaves differently from prototypical non-affixal article

languages and affixal article languages with respect to adjunct extraction out of a nominal phrase

and the distribution of reflexive and pronominal possessives, suggesting that Italian is yet another

type of a DP-language.

5.2.1 Adjunct extraction out of a nominal phrase

As mentioned in the previous chapters, Bošković (2008b, 2012) establishes the following general-

ization regarding extraction of an adjunct out of a nominal phrase;

(1) Only languages without definite articles may allow adjunct extraction out of a nominal phrase.

This is exemplified by (2); the extraction in question is disallowed in English, which has a definite

article (2a), while it is allowed in Serbo-Croatian, which lacks a definite article (2b).

(2) a. *[From which city]i did Peter meet [ti girls]?

b. [Iz

(Bošković 2008b)from

kojeg

which

grada]i

city

je

is

Ivan

Ivan

sreo

met

[djevojke

girls

ti]?

Bošković’s deduction of (1) is that the extraction in question is banned by the interaction of the

Phase Impenetrability Condition (PIC) and the anti-locality condition. The PIC essentially states

that only the edge of a phase is accessible to further syntactic operations, hence movement out

of a complement of a phase head to a position outside of the phase is blocked (Chomsky 2000,
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2001). In Bošković’s (2013a) formulation of the anti-locality condition, movement has to cross at

least one full phrase, not just a segment. In addition, Bošković (2013a, 2014) proposes that the

highest projection in the extended projections of a lexical category counts as a phase. Thus, DP

is a phase in languages with definite articles, where DP projects above NP, whereas NP is a phase

in article-less languages, where DP is absent. Consequently, in languages with definite articles,

when an adjunct, which is adjoined to NP, is extracted, this adjunct either has to violate the PIC

to satisfy the anti-locality condition if it moves directly out of DP, as in (3a), or has to violate the

anti-locality condition to obey the PIC if it moves to Spec,DP since it crosses just a segment, not

a full phrase, as in (3b). In contrast, in article-less languages, where NP is a phase, an adjunct can

be extracted without violating the PIC or the anti-locality condition, as illustrated in (4).1

(3) a. DP

D′

D NP

Adjunct NP
✓PIC

✗anti-locality

Phasal
complement

b. DP

D′

D NP

Adjunct NP

✗PIC
✓anti-locality

Phasal
complement

(4) NP

Adjunct NP

N YP

✓PIC
✓anti-locality

Phasal
complement

Note that Bošković’s generalization has a two-way distinction, i.e., whether a language has a

definite article or not. However, Dubinsky and Tasseva-Kurktchieva (2014) show that in Bulgarian,

which has affixal definite articles, adjunct extraction out of a nominal phrase is disallowed when

the definite article is present with a quantifier or a prenominal possessive, as shown in (5a) and

1. It should be noted that Bošković does not argue that there can never be any functional structure above NP in
languages without articles; he just argues that there can be no DP in those languages. Thus, projection of some
functional projection above NP in article-less languages is not precluded. (Bošković in fact gives such cases.)
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(5c), but it is allowed when the article is absent in such environments, as shown in (5b) and (5d).

(5) a. *[Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nyakolko-to

several-the

studenti

students

ti?

‘From which university did they meet several students?’

b. [Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nyakolko

several

studenti

students

ti?

‘From which university did they meet several students?’

c. *[Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nejni-to

her-the

studenti

students

ti?

‘From which university did they meet her students?’

d. [Ot

from

koj

which

universitet]i

university

sreštna-ha

met-they

nejni

her

studenti

students

ti?

‘From which university did they meet her students?’

(Dubinsky and Tasseva-Kurktchieva 2014)

Appealing to Bošković’s deduction of (1) discussed above, Dubinsky and Tasseva-Kurktchieva

(2014) and Talić (2017) argue that DP is absent in Bulgarian when the affixal definite article is

absent (see Dubinsky and Tasseva-Kurktchieva 2014 and Talić 2017 for more discussion).

In the above cases, the presence of a definite article in a given language or in a given con-

struction correlates with the (un)availability of the extraction in question. Interestingly, however,

Bošković (2005:20, fn.27) notes that Italian allows adjunct extraction out of a nominal phrase

(only) in the presence of the article, as shown in (6).2,3

2. The judgment is shared by my informants.
3. It should be noted here that the extraction in question is only possible with di-phrases (cf. Cinque 1995). Ticio
(2003, 2005) observes a similar restriction regarding extraction of PP out of a nominal phrase in Spanish; only a small
set of prepositions, including de (which is the Spanish counterpart of di), can head PPs that can undergo extraction
in question. Note that Ticio examines cases where the relevant PPs are arguments of the noun, as seen in (i) (she
discusses some cases of adjunct de-phrases, but she does not provide examples of the sort we are dealing with here).
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(6) a. *[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

letto

read

[libri

books

ti]?

‘From which shelf did Gianni read books?’

b. [Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

libri

books

ti]?

‘From which shelf did Gianni read the books?’

(Bošković 2005, attributed to Giuliana Giusti)

Given that the presence of DP blocks the extraction in question (Bošković 2005), it is implied

that DP does not project in (6b) despite the presence of the article. Note that (6) also contrasts

with Bulgarian (5), where the relevant extraction is allowed in the absence of the article. Thus, the

difference regarding adjunct extraction out of a nominal phrase indicates that the definite articles in

Italian have a different syntactic status from those in non-affixal article languages such as English

and affixal article languages such as Bulgarian. I take this to indicate that Italian belongs to a class

different from prototypical non-affixal article languages and affixal article languages; i.e., Italian

is another type of a DP-language.

Interestingly, (6b) becomes degraded when an adjective modifies libri, as shown in (7).

(7) ?*[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

grandi

large

libri

books

ti]?

‘From which shelf did Gianni read the large books?’

It then seems that the presence of the adjective somehow forces DP to project in the presence of

(i) ¿[De
(Ticio 2005:238)of

qué
which

cantante]i
singer

salieron
were

publicadas
published

[las
the

fotos
photos

tiOBJ]?

However, semantically di che scaffale ‘of which shelf’ in (6) is an adjunct, not an argument, of the head noun libro
‘book’, so it seems plausible to assume that di che scaffale is adjoined to NP. Interestingly, Spanish does not allow
adjunct extraction out of a nominal phrase with a definite article, unlike Italian, as shown in (ii). (See footnote 31 for
more on Spanish.)

(ii)*¿[De
of

qué
which

estantería]i
shelf

leyó
read

María
Maria

[los
the

libros
books

ti]?

‘From which shelf did Maria read the books?’

At any rate, what is important here is that Italian shows a different extraction pattern from English and Bulgarian.
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the definite article in a case where otherwise DP is not projected.

To summarize this subsection, I have shown that definite articles in Italian exhibit a different

behavior from those in, e.g., English and Bulgarian with respect to adjunct extraction out of a

nominal domain. In particular, the extraction in question is allowed in the presence of definite

articles in Italian, in contrast with English, where it is never allowed, and Bulgarian, where it

is allowed in the absence of definite articles. Based on Bošković’s (2005, 2008b, 2012, 2013a)

explanation of the extraction in question, I have taken this as indicating that definite articles in

Italian need not project DP unlike those in languages that have non-affixal definite articles and

languages that have affixal definite articles. This in turn indicates that Italian is a third type of DP-

language, which cannot be captured by the NP/DP-language distinctions proposed by Bošković

(2008b, 2012) and Talić (2017).

5.2.2 Pronominal and reflexive possessives

Another domain where Italian is of particular interest concerns reflexive and pronominal posses-

sives. Reuland (2011) and Despić (2011, 2015) observe a correlation between availability of re-

flexive possessives and definite articles. Specifically, languages with prenominal definite articles

do not allow reflexive possessives, as represented by English (8a). In contrast, reflexive posses-

sives are allowed in Serbo-Croatian, which lacks a definite article (8b), and Icelandic, which has

postnominal (or suffixal) definite articles (8c).

(8) a. Hei loves *himself’si/hisi neighbors.

b. [Mnogo

many

izbeglica]i

refugees

je

is

napustilo

left

svojei/*njihovei

self’s/their

kucé.

houses

(Serbo-Croatian, Zlatić 1997:243)‘Many refugeesi left theiri homes.’

c. Egili

Egil

vantar

needs

bókina

book

sínai/*hansi.

self’s/his

(Icelandic, Thraínsson 2007:463)‘Egili needs hisi book.’
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Among the languages in Despić’s survey, those with prenominal definite articles are Afrikaans,

Dutch, Frisian, English, German, Italian, Misantla, Totonac, Modern Greek, Portuguese, and Span-

ish. Those with postnominal definite articles are Bulgarian, Danish, Faroese, Icelandic, Koromfe,

Macedonian, Norwegian, Romanian, and Swedish. Those without definite articles are Belorus-

sian, Chinese, Czech, Dolakha Newar, Hindi-Urdu, Japanese, Kannada, Kashmiri, Korean, Latin,

Lezgian, Malayalam, Mosetén, Old Church Slavonic, Persian, Polish, Proto-Slavonic, Russian,

Serbo-Croatian, Slovak, Slovenian, Sorbian, Tamil, Thai, Turkish, and Ukrainian. Despić formu-

lates the generalization as (9).4 (Note that (9) is a one-way correlation; there can be languages

without definite articles or with postnominal definite articles that lack reflexive possessives. What

is important is that there is no language that has prenominal definite articles and reflexive posses-

sives.)

(9) Generalization on reflexive possessives (Despić 2011:123)

If a language has reflexive possessives it either does not mark definiteness at all, or it marks

definiteness postnominally.

Importantly, Italian is classified as a language that lacks reflexive possessives by Reuland and

Despić as mentioned above. However, Italian actually has the so-called possessive adjective pro-

prio, which has the interpretation of a reflexive, as shown in (10). I use the term so-called because

proprio is used with a definite article and inflects based on the gender and number of the noun it

modifies, as seen in (10). It should be noted here, though, that pronominal possessives such as suo

4. Interestingly, those with postnominal definite articles are all affixal article languages (i.e., definite articles are
suffixal), except for Koromfe. As for Koromfe, the alleged postnominal definite articles hoN and koN are actually not
obligatory with definite nouns, as shown in (i).

(i) d@
3SG.HUM

pa
give

d@
3SG.HUM

gIllE
self

bi
child.SG

a
A

sallE
plate.SG

kebre
big.SG

(Rennison 1997:109)‘He gave the big plate to his own son.’

Given Bošković’s (2016b) definition of definite articles adopted here, in which definite articles obligatorily occur in
a nominal phrase with a definite interpretation, the elements in question are actually not definite articles. We can
then revise the generalization (9) as (ii). (Again, (ii) is a one-way correlation; there can be languages without definite
articles or with affixal definite articles that lack reflexive possessives.)

(ii) Generalization on reflexive possessives (revised version)
Languages that have reflexive possessives either lack definite articles or have affixal definite articles.

The discussion in text is not affected by the choice of the two versions of the relevant cross-linguistic generalization.
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(cf. (11)) ‘his’ also inflect based on the gender and number of the head noun. In fact, Icelandic re-

flexive possessives also inflect based on the gender and number (as well as case) of the head nouns

just like Italian proprio, as exemplified by (12) (see Thraínsson 2007 for the complete paradigm of

inflection). It is, then, not implausible to analyze proprio as a reflexive possessive of the same sort

as the ones mentioned above.

(10) a. Marioi

Mario

ha

has

letto

read

il

the.MASC

proprioi

self’s.MASC

libro.

book(MASC)

b. Marioi

Mario

ha

has

venduto

sold

la

the.FEM

propriai

self’s.FEM

macchina.

car(FEM)

(11) a. Marioi

Mario

ha

has

letto

read

il

the.MASC

suoi

his.MASC

libro.

book(MASC)

b. Marioi

Mario

ha

has

venduto

sold

la

the.FEM

suai

his.FEM

macchina.

car(FEM)

(12) a. Egili

Egil.ACC

vantar

needs

bókina

book(FEM)

sínai/*hansi.

self’s.FEM/her.FEM

‘Egil needs his book.’

b. Hennii

her.DAT

þykir

thinks

bróðir

brother(MASC)

sinni/*hennari

self’s.MASC/her.MASC

leiðinlegur.

boring

‘She finds her brother boring.’

Note now that Italian allows both proprio and the pronominal possessive suo, unlike other lan-

guages that have reflexive possessives, where only the reflexive possessive is allowed (cf. Icelandic

(12)).5 I take this as another piece of evidence that Italian is a DP-language of a type different from

both Icelandic and English.

5. As shown in (i), suo can refer to a noun that does not c-command it. In contrast, as shown in (ii), proprio cannot
refer to a noun that does not c-command it. This contrast shows that proprio is not a pronominal possessive like suo
but a reflexive possessive.
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The distribution of reflexive and pronominal possessives in Italian is also problematic for De-

spić’s (2011, 2015) account of the generalization in (9), which is based on the notion of phases. Fol-

lowing Canac-Marquis (2005), Heinat (2006), Hicks (2009), Lee-Schoenfeld (2004, 2008), Quicoli

(2008) among others, Despić assumes that binding domains are reduced to phases, or more pre-

cisely, binding is constrained in terms of Spell-Out domains (Chomsky 2000). Under this view of

binding, Binding Condition A and B can be formulated as in (13).6

(13) a. Binding Condition A (phase-based)

Reflexives need to be bound before they are sent to Spell-Out.

b. Binding Condition B (phase-based)

Pronouns must not be bound before they are sent to Spell-Out.

Despić also assumes, following Bošković (2005), that DP projects in the nominal domain in lan-

guages with definite articles and it constitutes a phase, whereas DP is absent in languages without

definite articles and hence there is no phase in the nominal domain.7 In addition, he proposes

that possessors are base-generated in Spec,PossP, which is located between DP and NP in lan-

(i) [L’editore
the.publisher

di
of

Marioi]
Mario

ha
has

venduto
sold

bene
well

il
the

suoi
his

libro.
book

‘Mario’s publisher sold his book well.’

(ii)*[L’editore
the.publisher

di
of

Marioi]
Mario

ha
has

venduto
sold

bene
well

il
the

proprioi
self’s

libro.
book

‘Mario’s publisher sold his book well.’

In addition, the pronominal possessive can be bound by a nominal phrase in a higher clause, whereas proprio cannot,
as seen in (iii). This is additional evidence that proprio is not a pronominal possessive like suo/sua.

(iii) a. Marioi
Mario

ha
has

detto
said

che
that

il
the

telegiornale
news

ha
talked

parlato
about.the

della
his

suai
house.

casa.

‘Mario said that the news talked about his house.’

b.*Marioi
Mario

ha
has

detto
said

che
that

il
the

telegiornale
news

ha
talked

parlato
about.the

della
self’s

propriai
house.

casa.

‘Mario said that the news talked about his house.’

6. Here I am simplifying the discussion of Binding Condition A and B. See Zlatić (1997) and Despić (2011) for
additional factors relevant for binding of pronouns. See also Charnavel and Sportiche (2016) for a discussion of
so-called picture nouns under a phase-theoretic approach to Binding Condition A.
7. Under the contextual approach to phasehood advocated by Bošković (2013a, 2014) adopted in this dissertation, NP
constitutes a phase in article-less languages. The choice between these two positions does not matter for the argument
here.
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guages with definite articles, whereas in languages without definite articles, DP does not project

above PossP. Thus, in languages with definite articles like English, the possessor is located in

Spec,PossP, which is in the Spell-Out domain of the DP phase, as schematized in (14a).8 In such

a configuration, the reflexive is sent to Spell-Out before the external argument, which is the binder

of the possessor, is introduced, and hence Binding Condition A in (13a) is not met. On the other

hand, the possessive pronoun in the same position observes Binding Condition B, since it is already

Spelled-Out when the binder is introduced.9 In contrast, in languages that lack definite articles, DP

does not project above PossP, so that the possessor is not sent to Spell-Out until the binder (i.e., ex-

ternal argument) is introduced into the structure. Thus, when the binder enters into the derivation,

the reflexive svoje in Serbo-Croatian in (8b) is bound by the binder before being sent to Spell-

Out, meeting Binding Condition A (13a), whereas the pronoun njihove in (8b) violates Binding

Condition B (13b).

(14) a. DP

D PossP

*himself/his Poss′

Poss NP

Spell-Out domain

b. PossP

svoje/*njihove Poss′

Poss NP

As for languages with postnominal definite articles, Despić (2011, 2015) proposes, building on

Fiva (1987) and Delsing (1993), that reflexive and pronominal possessives are base-generated

as Poss0 and undergo movement to D0. This is motivated by the observation that reflexive and

pronominal possessives in Scandinavian languages in general are in complementary distribution

with non-affixal articles, which are analyzed as D0, as illustrated in Icelandic (15).10 In addition,

8. Despić (2011, 2015) assumes that there is a phonologically null D head in English possessor constructions. There is,
though, another possibility to capture the absence of the definite article in the cases in question. Specifically, I suggest
that the genitive marking ’s is base-generated as D0, and it undergoes Affix Hopping to Poss0 postsyntactically, just as
T undergoes Affix Hopping to v/V in the verbal domain. I will discuss this point in chapter 6.
9. As Despić notes, nothing would change here if pronominal possessors are analyzed as Poss0, since they would still
be in the Spell-Out domain of the DP phase.
10. The complemetary distribution of the definite article and (pronominal) possessors is also observed in English. See
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Fiva (1987) and Delsing (1993) observe that the reflexive possessive sin in Norwegian and the

genitive -s are in complementary distribution as shown in (16), and propose that sin moves from

Poss0 to D0, which Despić generalizes to other languages with postnominal definite articles. Then,

the reflexive and pronominal possessives are outside of the Spell-Out domain of the DP phase as

schematized in (17) (note that the head of a phase is not sent to Spell-Out; see Chomsky 2000).

Consequently, the reflexive possessives observe Binding Condition A (13a), while the pronominal

possessives violate Binding Condition B (13b).

(15) *allar

(Thraínsson 2007:117)all

{hinar

the

þínar/þínar

your/your

hinar}

the

þrjár

three

nýju

new

kenningar

theories

(16) a. [mannen

man.the

med

with

skjegget]-s

beard.the-GEN

hus

house

b. [mannen

man.the

med

with

skjegget]

beard.the

sitt

self’s

hus

house

(17) DP

D
sinni/*hennari

PossP

Poss
ti

NP

Spell-Out domain

Crucially, the distribution of reflexive and pronominal possessors in Italian cannot be accounted

for by Despić’s account as it is. Italian is a language with prenominal definite articles, so the

possessors should stay in PossP as in (14a). It is, then, predicted that the reflexive possessive

proprio should not be allowed, contrary to the fact. Note also that we cannot analyze the possessors

in question as moving from Poss0 to D0 as in (17), since they co-occur with the definite articles

unlike those in Scandinavian languages (cf. (10) vs. (15)). Even if they undergo such movement,

it would then be mysterious why the pronominal possessor suo/sua can be bound by the external

footnote 8 on this.
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argument in the same clause without violating Binding Condition B (13b). Thus, given the phase-

based Binding Condition A and B in (13), which should apply across languages, the distribution

of reflexive and pronominal possessives in Italian warrants a different account than those for other

languages such as English and Scandinavian languages (as analyzed by Despić).

To summarize so far, I have shown that Italian behaves differently from languages with definite

articles discussed by Bošković (2008b, 2012), Talić (2015, 2017), and Despić (2011, 2015) with

respect to adjunct extraction out of a nominal phrase and the distribution of reflexive and pronom-

inal possessives. This leads me to conclude that Italian is a different type of DP-language from

those in the two-way or three-way cut of the NP/DP-language distinction proposed by Bošković

(2008b, 2012) and Talić (2015, 2017), respectively. A question that naturally arises is how we can

account for the intermediate behavior of Italian in question. In the next section, I propose a unified

account of the distribution of possessors and adjunct extraction out of a nominal domain discussed

in the previous subsection. The gist of the proposal is that definite articles in Italian can but need

not project DP, the option which I show is not unexpected under the Bare Phrase Structure Theory

in minimalism.

5.3 Italian definite articles as clitics

5.3.1 Adjunction of D to N as base-generation

In the traditional DP hypothesis since Abney (1987), definite articles have been considered to

project DP in the nominal domain. This position has also been taken by Bošković (2008b, 2012)

and Talić (2015, 2017) in order to account for (some of) their generalizations with respect to the

NP/DP-language typology. Bošković (2008b, 2012) proposes a two-way cut of NP/DP-languages,

which is (mostly) explained by the presence or absence of DP in the nominal domain (which

is tied with the existence/lack of definite articles in a given language), as discussed above. For

instance, in languages with a definite article, DP projects in the nominal domain, which blocks
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adjunct extraction due to the interaction of the PIC and the anti-locality condition.11 Crucially,

for Bošković, DP always projects above NP (as the highest projection in the nominal domain) in

languages that have definite articles. Talić’s three-way cut, which still adopts Bošković’s treatment

of article-less languages and non-affixal article languages, differs from Bošković’s two-way cut in

that DP can be absent in affixal article languages when a definite article is not required semantically

and is absent. Thus, in Bulgarian (5), DP is argued to be absent and hence the relevant extraction

is not blocked by the PIC or the anti-locality condition. Crucially, however, in Talić’s treatment

of definite articles, the presence of a definite article also correlates with the presence of DP in

the nominal domain. As discussed in the previous section, this cannot be extended to Italian (6),

where a definite article is present but adjunct extraction out of a nominal domain is not blocked.

This indicates that the simple presence/absence of DP for affixal article languages under conditions

discussed by Talić cannot capture the behavior of Italian, and we thus need a more fine-grained

treatment of definite articles in the structure in order to capture the “scale” of NP/DP-language

distinction.

It is worth mentioning at this point that the correlation between the presence of a definite article

and the presence of DP proposed by Bošković and Talić follows the standard analysis since Abney

(1987), as mentioned above, which was originally proposed in the framework of the GB theory. In

the GB theory, structure building is based on the X′-Theory. Crucially, in the X′-Theory, structure

building proceeds in the “top-down” manner; every lexical item obeys the XP-X′-X0 frame which

is an a priori format of structure building. To put it differently, a lexical item generated as X0 is

forced to project X′ and XP, even if it does not take a complement or a specifier.

In minimalism, however, the X′-Theory is deduced from the Bare Phrase Structure (BPS)

(Chomsky 1995a). Under BPS, lexical items are simply bundles of features, and the category-

based labels are given merely following the convention; in other words, the category-based labels

are not presupposed in the BPS Theory (see also Collins 2002, Seely 2006, Chomsky 2013, 2015

11. Recall that many of Bošković’s generalizations are one-way correlations, and there are often additional factors that
are relevant for those generalizations (e.g., ϕ-agreement between an adjective and a head noun in the case of adjective
LBE). In other words, the presence/absence of definite articles/DP is just a prerequisite in those generalizations.
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on this). Also, the three levels of projection in the X′-Theory, i.e., the XP-level, the X0-level, and

the X′-level, have no theoretical status, and are determined contextually; the XP-level is defined

as an element that does not project further, the X0-level as an element that is not projecting, and

the X′-level as a non-maximal and non-minimal projection. Structure building thus proceeds in

a “bottom-up” manner; non-minimal projections only emerge when a lexical item projects by se-

lecting a complement and/or a specifier. Thus, under BPS, a lexical item need not follow the fixed

XP-X′-X0 schema of the X′-Theory and is not forced to project a non-minimal projection. (There

can even be elements that are at the same time heads and phrases.)

With this theoretical background in mind, let us now consider Italian definite articles from a

morpho-syntactic perspective. As seen in (18), Italian definite articles are morphologically sim-

ilar with 3rd person accusative pronominal clitics. It is also worth mentioning that historically,

both the definite articles and 3rd person accusative clitics developed from the Latin demonstrative

ille/illa/illud.

(18) a. Clitics

Masculine Feminine

Singular lo la

Plural li le

b. Definite articles
Masculine Feminine

Singular il, lo la

Plural i, gli le

Laenzlinger (1993) in fact proposes that 3rd person accusative clitics and definite articles in Italian

(as well as in French and Spanish) are actually the same elements, which he analyzes as D0. He

proposes that the clitics/definite articles take NP as their complement and project DP, but if NP

is absent, they undergo head movement and adjoin to a head in the verbal domain as has been

standardly assumed in the literature. Uriagereka (1995) also proposes, based on Spanish, Galician,

and French, that clitics and definite articles in Romance are identical as D0 and project DP in the

nominal domain but adjoin to a head via head movement in the verbal domain in the case of the

pronominal clitic usage. He also shows that definite articles in Galician can also cliticize onto the

verb as shown in (19), and proposes that they can adjoin to the verb.
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(19) a. Vimos

we.saw

o

the

neno.

child

‘We saw the child’

b. Vimo-lo

we.saw-the

neno.

child

c. Vimo-lo

we.saw-he

(Galician, Uriagereka 1995:84)‘We saw him.’

It should be noted here that under their proposal clitics/definite articles always project DP

in the nominal domain, a lá Abney (1987). Notice, however, that projecting DP in the nominal

domain is not the only logical possibility to have a definite article in the structure under BPS.

As noted above, under BPS, a lexical item is not forced to follow the X′-theoretic schema, and

hence can in principle be a maximal and minimal projection that does not take a complement or a

specifier. Interestingly, Chomsky (1995b) in fact proposes that clitics are non-branching elements

(i.e., minimal-maximal projection) that are both X0 and XP at the same time (see also Bošković

2002a for evidence to this effect). As for the options of merger of a head (i.e., a non-branching

element) into the structure, it is often assumed that adjunction of a head to another head only

takes place via head-movement. This, however, is very different from the standard assumption

regarding phrasal adjunction. Phrasal adjunction (i.e., adjunction to XP) is standardly assumed

to take place either through movement or base-generation. A question that immediately arises is

why head adjunction would also not have both options, i.e., why it would also not take place via

base-generation; given the relevant options of phrasal adjunction, it is in fact expected that head

adjunction can also take place via base-generation. In fact, as discussed in chapter 4, Epstein et al.

(2016) and Saito (2020) propose that a head can also be base-generated adjoined to another head

(External Pair-Merge in Epstein et al.’s terminology). Building on this, I propose that the definite

articles in Italian can be base-generated adjoined to N, without projecting DP. The two options of
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merger of the definite article in Italian are schematized in (20).

(20) a. DP projecting above NP

DP

D NP

N Root

b. D adjoined to N with NP projected

NP

N

D N

Root

In the next subsections, I demonstrate that this proposal can capture the behavior of Italian definite

articles with respect to adjunct extraction out of the nominal domain and reflexive and pronominal

possessives.

5.3.2 Adjunct extraction out of a nominal phrase explained

I argue that the above proposal can explain the extraction pattern in Italian discussed in section

5.2.1. Recall that adjunction extraction out of a nominal domain is allowed in Italian only if a

definite article is present, as shown in (21), repeated from (6).

(21) a. *[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

letto

read

[libri

books

ti]?

‘From which shelf did Gianni read books?’

b. [Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

libri

books

ti]?

‘From which shelf did Gianni read the books?’

As discussed in section 5.2.1, under Bošković’s (2005, 2008b, 2012, 2013a) proposal, DP blocks

the extraction in question due to the interaction of the PIC and the anti-locality condition. As

illustrated in (22a), adjunct extraction obeying the PIC violates the anti-locality condition, which

requires movement to cross a full phrase. If the extraction obeys the anti-locality condition, it

violates the PIC, since NP is not at the edge of the DP phase hence not accessible to a higher
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position, as shown in (22b).

(22) a. DP

D′

D NP

Adjunct NP
✓PIC

✗anti-locality

Phasal
complement

b. DP

D′

D NP

Adjunct NP

✗PIC
✓anti-locality

Phasal
complement

Crucially, under the current proposal, Italian definite articles can be base-generated adjoined to N,

with N projecting NP rather than D projecting DP. Then, NP is a phase as the highest projection in

the nominal domain, and the adjunct di che scaffale ‘from which shelf’, which is adjoined to NP,

can be extracted out of the nominal phrase without violating the PIC or the anti-locality condition,

as schematized in (23). Note that the structure in (23) is essentially similar (in the relevant respect)

to that in languages without definite articles like Serbo-Croatian, in that DP does not project above

NP and the extraction in question is allowed.12

(23) NP

NP

N

D
i

N
(libri)

Root

PP
di che scaffale

✓PIC
✓anti-locality

Spell-Out domain

It should be added here that adjunction of D to N in Italian is only possible with the definite article

(which is identical to the pronominal clitic). In other cases, DP projects above NP because Italian

has definite articles, which is a trigger for DP to project in general, just as in English (see section

5.6.1 for more discussion on this). Thus, when the definite article is absent, as in (21a), DP projects

above NP, so that adjunct extraction is blocked, just as in English.

12. A question arises regarding the semantic composition of the definite article with the noun and the adjunct PP. See
footnote 15 for discussion.
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There is a more general point to be made here about phonologically null Ds. It seems that in

all languages that have definite articles, if present in the structure (see section 4 and 5 for cases (in

Hungarian and Greek) where it is not present), a phonologically null D always projects, it is never

adjoined to another head in the nominal domain. If this is indeed the case, a possible explanation

would be that some PF reflex may be required for the option of head adjunction of D to a nominal

head, since without such a reflex we could not tell that D is present in the structure at all given that

on the option in question syntactic effects that D might cause would not be there. A phonologically

null D would then always project DP, only overt D, which clearly has PF manifestation, could then

be head adjoined.

Turning back to Italian, note that the definite article can also project DP in Italian. This option

is in fact forced in some cases. Recall now that the extraction in question is degraded when an

adjective is present, as shown in (24), repeated from (7).

(24) ?*[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

grandi

large

libri

books

ti]?

‘From which shelf did Gianni read the large books?’

Bošković (2005) explores two possibilities for the structure of a nominal phrase in the presence of

an adjective in languages with definite articles. One of the two possibilities is that AP is adjoined

to NP, and DP projects above NP and counts as a phase (see also Bošković 2013a). Since Italian

is a language with definite articles, it can be assumed that D projects DP above NP in the presence

of an adjective. In fact, the definite article i precedes the adjective grandi, which can be captured

given that the adjective is adjoined to NP and the definite article projects DP above NP as Bošković

proposes. Under this analysis, the structure of (24) would be something like (25).13

13. The relative height of the adjective and the PP adjunct in (25) does not matter for the present purpose, since
extraction of the PP adjunct would violate the PIC/anti-locality whether it is higher or lower than the adjective as long
as they are adjoined to NP.
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(25) DP

D
i

NP

AP
grandi

NP

NP

N
(libri)

Root

PP
di che scaffale

Given this structure, extraction of the adjunct PP either has to violate the anti-locality in order to

obey the PIC (i.e., to move to the edge of DP), since the extraction in question would only cross

a segment, not a full phrase, or has to violate the PIC in order to obey the anti-locality condition,

since the adjunct PP is inside the complement of the DP phase and hence is inaccessible to the

structure outside the DP phase. This is schematized in (26). Thus, extraction of an adjunct out of

a nominal phrase is blocked in the presence of an adjective.

(26) a. DP

D′

D
i

NP

AP
grandi

NP

NP

N
(libri)

Root

PP
di che scaffale✓PIC

✗anti-locality

Phasal complement
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b. DP

D
i

NP

AP
grandi

NP

NP

N
(libri)

Root

PP
di che scaffale✗PIC

✓anti-locality

Phasal complement

The other possibility Bošković explores, following Abney (1987), is that adjectives project

AP between DP and NP and dominate NP in languages that have definite articles, whereas AP is

adjoined to NP (or located in Spec,NP) in languages that lack definite articles (see also Despić

2011). Bošković adds that in languages where AP projects above NP, DP must project above AP

in order for the entire phrase to function as a nominal argument of a predicate (in other words,

AP cannot be an argument of a verb like ‘read’). Recall now that under the current proposal,

the definite article in Italian can be base-generated adjoined to N, but the possibility that it can

project DP is not excluded. We can then extend Bošković’s proposal to Italian, and assume that

AP dominates NP in Italian, and DP projects above AP, as illustrated in (27).

(27) DP

D
i

AP

A
grandi

NP

N
(libri)

Root

How does this structure disallow adjunct extraction in (24)? My proposal here is that AP

constitutes a phase. Under Bošković’s (2014) contextual approach to phasehood adopted in this

dissertation, the highest projection in the extended projections of a lexical category is a phase.

Grimshaw (2000) argues that extended projections are calculated based on the categorial features

(see also Biberauer et al. 2014). In Chomsky’s (1970) categorial feature specification of lexical
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categories, N is [+N, -V] and A is [+N, +V]. Given that D is a functional projection in the nominal

domain, it can be considered to be specified as [+N, -V] just like N. Notice now that AP has a

different categorial feature specification from N and D. Thus, AP does not count as an extended

projection of the nominal domain, and it constitutes a phase under Bošković contextual approach

to phasehood.14 In order to obey the PIC, then, the adjunct, which is adjoined to NP, needs to move

to the edge of AP, but this violates the anti-locality condition, since it does not cross a full category.

This is illustrated in (28a). On the other hand, if, in order to obey the anti-locality condition, the

extraction simply crosses the AP, it will violate the PIC, since the adjunct is not located at the edge

of the AP phase, as shown in (28b). Thus, the ban on extraction in question in the presence of an

adjective in Italian can also be captured under the assumption that AP projects above NP and DP

projects above AP.

(28) a. AP

A′

A
grandi

NP

NP

N
(libri)

Root

PP
di che scaffale✓PIC

✗anti-locality

Phasal cmplement

b. DP

D′

D
i

AP

A
grandi

NP

NP

N
(libri)

Root

di che scaffale✗PIC
✓anti-locality

Phasal complement

14. DP also constitutes another phase above AP, which is irrelevant here.

197



The impossibility of adjunct extraction out of a nominal phrase in the presence of an adjective

in Italian can thus be captured by the two possibilities in the structure of the nominal phrase in the

presence of an adjective in languages with definite articles proposed by Bošković (2005). Although

the choice between the two does not matter here, I show in chapter 6 that the structure in which

AP projects above NP in (27) is favored, because it can capture other phenomena in which the

presence of an adjective plays a crucial role in the presence of definite articles/DP (see also Despić

2011 and Talić 2017 for an argument for this analysis).15,16

15. A question that arises under the current proposal is why the definite article in Italian cannot be base-generated
as adjoined to N in the presence of an adjective. I suggest that this can be explained by the semantic composition of
the relevant elements (see Bošković 2012 for relevant discussion). The head noun and the adjective are of type ⟨e,t⟩,
and the definite article is of type ⟨⟨e,t⟩,e⟩. If the definite article adjoins to the noun in the presence of the adjective,
which would be located higher than the complex ⟨D,N⟩ head, the definite article would first compose with the noun,
yielding type e, and then composition of this complex head with the adjective would yield type t, which cannot serve
as an argument for verbs like ‘read’. Thus, when an adjective is present, the definite article must merge above AP for
semantic reasons, hence cannot adjoin to N.

This, however, raises an issue regarding PP adjuncts in cases like (23). Given that the PP adjunct, which is a
restrictive modifier, is of type ⟨e,t⟩, just like adjectives, composition of the PP adjunct with the complex ⟨D,N⟩ head
would result in a type mismatch, so that the adjunction of D to N would be banned. A possible solution to this issue is
that the definite article in (23) undergoes covert head movement to avoid the type mismatch. This can be assimilated
to Quantifier Raising, which takes place to avoid a type mismatch between a quantifier phrase and its sister in, e.g., I
met every student, where every student undergoes QR.

But then the question is why this covert movement of D cannot take place in the presence of an adjective. My
suggestion is that the movement in question is subject to the usual locality restrictions, including the Head Movement
Constraint (Travis 1984, Rizzi 1990). Then, when A projects AP above NP, movement of D across A would violate
the Head Movement Constraint. Note that this account cannot be extended to the structure in (25), where AP adjoins
to NP; in this structure, since A does not project AP above NP, the movement of D would not be blocked. This could
be taken to favor the structure in which AP dominates NP over the structure in which NP adjoins to AP, which is
consistent with an argument in chapter 6.
16. The definite articles discussed so far have definite interpretation. There are, however, cases where the definite
article seems to have no semantic content and exist only for formal reasons. The definite article that occurs with
superlatives is one such case (Heim 1999, Sharvit and Stateva 2002). Interestingly, when the adjective in (24) is
replaced with the superlative, the sentence improves (24).

(i)?[Di
of

che
which

scaffale]i
shelf

Gianni
Gianni

ha
has

già
already

letto
read

[i
the

grandissimi
largest

libri
books

ti]?

‘From which shelf did Gianni read the largest books?’

One possibility, which would account for improvement in (i), is that the semantically “expletive” definite article may
not project DP (in languages where definite articles in principle do not have to always project DP), unlike definite
articles that have definite interpretation (in other words, if the definite article projects, it cannot be expletive). A full
investigation of superlatives is left for future research.

Another relevant case of “expletive” definite articles concerns so-called weak definites in cases like She is listening
to the radio, where the does not have definite interpretation. Scholten (2010) shows that in affixal article languages
such as Bulgarian, Icelandic, and Romanian, the definite article is absent in weak definite contexts where it is present
in English, and Talić (2015, 2017) argues that DP does not project in such cases in those affixal article languages. I
leave a full investigation of weak definites for future research.
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5.3.3 Reflexive and pronominal possessives explained

In section 5.2.2, I showed that Italian allows both reflexive and pronominal possessives, as seen

in (29). This is contrasted with other languages with prenominal definite articles such as English

(30a), which allows pronominal possessives but not reflexive possessives, as well as languages that

lack definite articles such as Serbo-Croatian (30b) and languages that have postnominal definite

articles such as Icelandic (30c), which allow reflexive possessives but not pronominal possessives.

(29) Marioi

Mario

ha

has

letto

read

il

the.MASC

proprioi/suoi

self’s.MASC/his.MASC

libro.

book(MASC)

(30) a. Hei loves *himself’si/hisi neighbors.

b. [Mnogo

many

izbeglica]i

refugees

je

is

napustilo

left

svojei/*njihovei

self’s/their

kucé.

houses

(Serbo-Croatian, Zlatić 1997:243)‘Many refugeesi left theiri homes.’

c. Egili

Egil

vantar

needs

bókina

book

sínai/*hansi.

self’s/his

(Icelandic, Thraínsson 2007:463)‘Egili needs hisi book.’

As discussed in section 5.2.2, Despić (2011, 2015) proposes a phase-based account of the distri-

bution of reflexive possessives. Following Canac-Marquis (2005), Heinat (2006), Hicks (2009),

Lee-Schoenfeld (2004, 2008), Quicoli (2008) among others, Despić assumes that the binding do-

main is defined in terms of phases. I repeat the phase-based formulation of Binding Condition A

and B below from section 5.2.2.

(31) a. Binding Condition A (phase-based)

Reflexives need to be bound before they are sent to Spell-Out.

b. Binding Condition B (phase-based)

Pronouns must not be bound before they are sent to Spell-Out.

199



In languages with prenominal definite articles such as English, DP projects above PossP, which

hosts a possessor, and constitutes a phase. A reflexive cannot be a possessor in such languages,

since PossP is the Spell-Out domain of the DP phase and hence the reflexive cannot be bound

before it is sent to Spell-Out, as schematized in (32a). In contrast, in languages without definite

articles, DP does not project, hence the DP phase is absent. Thus, reflexive possessives are not

sent to Spell-Out in the nominal domain and can be bound by an argument in the verbal domain

before being sent to Spell-Out, as shown in (32b). Pronominal possessives, on the other hand,

violate Binding Condition B in this position, since they are bound by an argument in the verbal

domain before they are sent to Spell-Out. As for languages with postnominal definite articles,

Despić proposes that reflexive and pronominal possessives are base-generated as Poss0 and undergo

movement to D0, as seen in (33). Thus, they end up being located outside the Spell-Out domain of

the DP phase, hence patterning with those in article-less languages.

(32) a. DP

D PossP

*himself/his Poss′

Poss NP

Spell-Out domain

b. PossP

svoje/*njihove Poss′

Poss NP

(33) DP

D
sinni/*hennari

PossP

Poss
ti

NP

Spell-Out domain

As pointed out in section 5.2.2, Despić’s account as it is cannot be extended to Italian, where both

reflexive and pronominal possessives are allowed to be bound by a clause-mate argument. Italian

is a prenominal definite article language, and hence it would be expected to behave like English,

which Despić in fact assumes.

The current proposal can, however, account for the Italian pattern, accommodating Despić’s
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phase-based account of Binding Conditions. Crucially, under the current proposal, the definite

articles in Italian can adjoin to N without projecting DP, as well as merge above NP and project DP.

Extending this to possessive constructions, I propose that D can either adjoin to Poss or project DP

above PossP. In the former case, PossP becomes a phase in the nominal domain under Bošković’s

(2014) contextual approach to phasehood, and the reflexive possessive is located outside the Spell-

Out domain of the PossP phase, as schematized in (34a). Thus, the reflexive possessive proprio

obeys Binding Condition A (31a). In the latter case, on the other hand, DP projects above PossP

and the pronominal possessive suo is inside the Spell-Out domain of the DP phase as shown in

(34b), satisfying Binding Condition B (31b).

(34) a. PossP

Poss

D
il

Poss
proprio

NP

libro

Spell-Out domain

b. DP

D
il

PossP

Poss
suo

NP

libro

Spell-Out domain

Thus, the availability of both reflexive and pronominal possessives in Italian, which is different

from English-type languages where only pronominal possessives are allowed and Icelandic-type

languages where only reflexive possessives are allowed (hence indicates the need for a third lan-

guage type, which is captured by the current system), can be accounted for by the current proposal

that definite articles in Italian can adjoin to a head in the nominal domain or project DP under the

phase-based account of binding a lá Despić (2011, 2015).

To summarize this section, I have proposed under BPS that Italian definite articles can adjoin

to N and Poss in addition to projecting DP. This proposal crucially differs from the treatment of

definite articles in the literature, in which projecting DP is taken to be the only option for struc-

ture building involving definite articles. I have argued that the current proposal can explain the

availability of extraction of an adjunct out of a nominal phrase as well as the possibility of coin-

dexed reflexive and pronominal possessives in the nominal phrases in Italian. In the bigger picture,
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empirically we are dealing here with a new pattern that would not fit the previous treatments of

the NP/DP-languages distinction, which in turn provides additional evidence for the scale of the

NP/DP-language distinction. The proposed account of the behavior of Italian in question captures

it by a more fine-grained treatment of structure building involving definite articles, which would

otherwise be mysterious under the previous treatment of definite articles in which projection of DP

is the only option for structure building for D.

5.4 Hungarian as less of a DP-language

From the viewpoint of the NP/DP-language scale, Hungarian is also worth discussing. Rákosi

(2017, 2020) observes that Hungarian allows both personal pronominal possessives and the sim-

plex reflexive possessive maga ‘oneself’ in the presence of the definite article, similarly to Italian,

as illustrated in (35a)-(35d). Rákosi also shows that complex reflexives such as önmaguk ‘them-

selves’ and the reciprocal anaphor egymás ‘each other’ can be used as a possessor reflexive in the

absence of the definite article, as shown in (35e)-(35h).

(35) a. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

az

the

ö

he

(kis)

little

határ-a-i-k-at.

limit-POSS-PL-3PL-ACC

‘The boys discovered their (little) limits.’

b. *A

the

fiúk

boys

felfedezt-ék

discovered-3PL

ö

he

(kis)

little

határ-a-i-k-at.

limit-POSS-PL-3PL-ACC

‘The boys discovered their (little) limits.’

c. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

a

the

maguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’
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d. *A

the

fiúk

boys

felfedezt-ék

discovered-3PL

maguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

e. ??A

the

fiúk

boys

felfedezt-ék

discovered-3PL

az

the

önmaguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

f. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

önmaguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

g. ??A

the

fiúk

boys

felfedezt-ék

discovered-3PL

az

the

egymás

each.other

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered each.other’s limits.’

h. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

egymás

each.other

határ-a-i-t.

limit-POSS-PL-ACC

(Rákosi 2017:24-25)‘The boys discovered each.other’s limits.’

What is interesting for the current context is that the reflexive maguk is used as a possessor with the

prenominal definite article a, similarly to Italian proprio. Rákosi analyzes this reflexive possessive

as an exempt anaphor, essentially treating it as an exceptional case. This is motivated by the

observation that the reflexive possessive often has a logophoric interpretation, which is obtained

when the relevant reflexive pronoun is embedded in a clause that reports the speech/thought of the

matrix subject. However, it is not always logophoric, as seen in (36), where the reflexive magunk

is not embedded in a clause that reports the speech/thought of the subject.

(36) Mi

we

csinált-uk

did-1PL

a

the

magunk

ourselves

dolg-á-t.

work-POSS-ACC

(Rákosi 2017:27)‘We went about our own work.’
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In fact, Rákosi (2017:27, fn. 9) notes that the simple reflexive maguk is used as a logophor less fre-

quently than the complex reflexive (e.g., önmaguk). In addition, it is not clear why the logophoric

usage in possessor constructions is not regularly allowed in other languages with prenominal def-

inite articles like English, where reflexives such as himself can otherwise have a logophoric inter-

pretation.

The current proposal that a definite article can adjoin to a nominal head rather than project DP

provides another possibility to account for the availability of the reflexive possessive in Hungarian.

Notice that both the reflexive and pronominal possessives co-occur with the definite article, just

as in Italian, as discussed above. It is thus natural to extend the above proposal for Italian to

Hungarian: I propose that the definite article in Hungarian can adjoin to Poss as well as project DP

above PossP. When the definite article is adjoined to Poss, PossP becomes a phase and the simple

reflexive, which I assume is Poss0, is outside its Spell-Out domain, so Binding Condition A is met.

When, on the other hand, the definite article projects DP above PossP, the pronominal possessive is

inside the Spell-Out domain of the DP phase, and hence it observes Binding Condition B. Thus, the

structure with an anaphor is actually different from the structure with a pronominal possessive in

both Hungarian and Italian despite the presence of the definite article, which the proposed system

makes possible.

At this point, it is worth mentioning Wang’s (2019) work on grammaticalization of indefinite

articles in the Beijing dialect of Chinese, Cantonese, Turkish, and Slovenian. Wang proposes that

the numeral ‘one’ in these languages is at an intermediate stage of grammaticalization into an

indefinite article. Crucially, at this stage, ‘one’ is base-generated adjoined to a head in the nominal

domain (Cl(assifier) in the Beijing dialect and Cantonese, and N in Turkish and Slovenian) when

it is used as an indefinite article, hence does not project its own functional projection. Notice

that this is essentially similar to the current proposal on definite articles in Italian and Hungarian;

the definite article can be base-generated adjoined to another head, without projecting DP. There

is another similarity between the definite articles discussed here and the indefinite articles Wang

discusses. In Turkish, bir can be interpreted as an indefinite article only when it is adjacent to a
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head noun. When it is separated from a head noun by adjectives, it cannot be interpreted as an

indefinite article; rather, it is interpreted as a numeral ‘one’, as shown in (37).

(37) a. iyi

good

yeni

new

bir

a

kitap

book

‘a good new book’

*‘one good new book’

b. bir

one

iyi

good

yeni

new

kitap

book

*‘a good new book’

‘one good new book’ (Yükseker 2000)

Wang proposes that the indefinite article in Turkish cannot be separated from the head noun be-

cause it is adjoined to N; when separated, bir can only be used as a numeral. Recall now that the

definite article in Italian cannot be adjoined to N (and must project DP) when an adjective modi-

fies the noun, as discussed in section 5.3.2. Thus, abstractly, the presence of an adjective blocks

adjunction of the (in)definite article to N in both cases.17

Note here that definite articles in Italian and Hungarian have developed from demonstratives. I

suggest that grammaticalization of definite articles in these languages can be analyzed in a similar

way as grammaticalization of indefinite articles in the languages discussed by Wang. In particular,

the suggestion is that there was an intermediate stage of grammaticalization of definite articles in

17. Unlike Turkish bir, the Slovenian indefinite article en can be used as an indefinite article in the presence of an
adjective. (ib) shows that the numeral dve ‘two’ does not yield a specific interpretation. On the other hand, in (ia), en
can have a specific interpretation, which indicates that it can be used as an indefinite article here, but crucially in the
presence of an adjective.

(i) a. (specific/non-specific)Vsi
all

so
3.PL

kupili
bought

eno
a/one.ACC

novo
new

knjigo.
book.ACC

‘They all bought a/one new book.’

b. (*specific/non-specific)Vsi
all

so
3.PL

kupili
bought

dve
two.ACC

novi
new

knjigi.
book.DU.ACC

(Wang 2019:58)‘They all bought two new books.’

There are two possibilities to capture the behavior of Slovenian en. One is that the grammaticalization of en as an
indefinite article has proceeded further than that of bir, and en can project its own functional projection (as well as
adjoin to N), similarly to the Italian definite articles. The other is that en can adjoin to AP, similarly to the Greek
indefinite article as will be argued for in section 5.6.

205



which the demonstratives in Latin and Old Hungarian were base-generated as head-adjoined to a

nominal head. The definite articles in Italian and Hungarian still maintain this option, i.e., head-

adjunction as base-generation (the grammaticalization has proceeded further so that the definite

articles can also project DP). It is the possible that when the grammaticalization is complete, def-

inite articles do not head-adjoin to a nominal head and only project DP, which is what we find in

English (in this respect, it is worth noting that the English definite article has also developed from

the demonstrative se (or þe) in Old English). Wang (2019) in fact argues that grammaticalization

of an indefinite article in Mandarin Chinese has proceeded further from the intermediate stage of

e.g., Cantonese, and yi ‘one’ as an indefinite article does not head-adjoin to a nominal head but

projects its own phrase. Thus, we can have a uniform treatment of grammaticalization of definite

and indefinite articles under Wang’s proposal, in which head-to-head adjunction as base-generation

is crucial.18

Let us now return to reflexive possessives in Hungarian. The relevant examples are repeated

below. As discussed above, in Hungarian the simple reflexive possessive can be used in the pres-

ence of the definite article, as shown in (38a). I have proposed above that the definite articles in

Hungarian can adjoin to Poss without projecting DP, so that the simple reflexive possessive can be

bound by the subject in a Spell-Out domain in the presence of the definite article in (38a).

(38) a. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

a

the

maguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

b. ??A

the

fiúk

boys

felfedezt-ék

discovered-3PL

az

the

önmaguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

18. In section 5.6, I will argue that bare NP without a functional projection is the default option of UG, the functional
structure above NP being acquired later in language acquisition and grammaticalization. The process of grammatical-
ization of definite and indefinite articles discussed above can then be taken as additional evidence for the argument
that bare NP is the default option of UG.

206



c. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

önmaguk

themselves

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered their (own) limits.’

d. ??A

the

fiúk

boys

felfedezt-ék

discovered-3PL

az

the

egymás

each.other

határ-a-i-t.

limit-POSS-PL-ACC

‘The boys discovered each.other’s limits.’

e. A

the

fiúk

boys

felfedezt-ék

discovered-3PL

egymás

each.other

határ-a-i-t.

limit-POSS-PL-ACC

(Rákosi 2017:24-25)‘The boys discovered each.other’s limits.’

The remaining question is how to capture the complex reflexive in (38c) and the reciprocal anaphor

in (38e). Despić (2011, 2015) proposes that English each other in John and Mary saw each other

is (exceptionally) located in Spec,DP, which one might consider extending to (38c) and (38e).19

It should, however, be noted that the complex reflexive and the reciprocal anaphor do not co-

occur with the definite article, unlike the simple reflexive possessive in (38a) and the pronominal

possessives in (35a). It is worth recalling in this context that Dubinsky and Tasseva-Kurktchieva

(2014) and Talić (2015, 2017) propose that the presence/absence of a definite article correlates

with the presence/absence of DP in Bulgarian, an affixal article language (cf. section 5.2.1). As

mentioned in chapter 3, MacWhinney (1976) notes that the definite article in Hungarian is treated

as a prefix in the traditional Hungarian grammar. It is, then, not implausible to analyze (38c) and

(38e) as lacking DP altogether in the absence of the definite article, whereby the complex reflexive

and reciprocal anaphor obey Binding Condition A.

This amounts to saying that Hungarian has three options regarding the alleged “DP”; projecting

DP by the presence of the definite article, not projecting DP by adjunction of the definite article

to Poss, and not projecting DP by omitting the definite article. Note that the first two options are

available in Italian, but the third option is not. This indicates that Hungarian is yet another type

19. Despić notes that it can be base-generated there or moved from Spec,PossP.
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of a DP-language, different from Italian; more generally, Hungarian is yet another type of a DP-

language in the NP/DP-language scale. Given the possibility of omission of DP by omission of the

definite article, Hungarian is in a sense less of a DP-language than Italian.

The proposal that DP need not project in Hungarian is consistent with the argument regard-

ing compositional indeterminate pronouns in chapter 3. There I established the generalization

that languages that have productive compositional indeterminate pronouns either have affixal defi-

nite articles or lack definite articles, Hungarian being such a language building on MacWhinney’s

(1976) treatment. Some of the compositional indeterminate pronouns in Hungarian are given in

(39), quoted from Haspelmath (1997).

(39)

indeterminate existential neg-concord neg-polarity 1 neg-polarity 2

person ki vala-ki sen-ki akár-ki bár-ki

thing mi vala-mi sem-mi akár-mi bár-mi

place hol vala-hol se-hol akár-hol bár-hol

time mikor vala-mikor sem-mikor akár-mikor bár-mikor

The gist of the deduction of this generalization I offered in chapter 3 is that DP must project above

indeterminate pronouns, which are NPs, in non-affixal article languages whereas it can be absent

in affixal article languages and article-less languages, a lá Talić (2015, 2017). Since Hungarian has

productive compositional indeterminate pronouns, we were led to analyze Hungarian as lacking DP

above compositional indeterminate pronouns. Note also that Italian does not have compositional

indeterminate pronouns (see chapter 3 and Haspelmath 1997), which is compatible with the current

view that Hungarian is less of a DP-language than Italian.

Yet another property of Hungarian that is interesting in this context is noun-incorporation.

Kiefer (1990) and Farkas and de Swart (2003), among others, observe that Hungarian allows bare

nominal objects that typically precede the verb, in addition to singular indefinite objects preceded

by the indefinite article egy, as shown in (40).
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(40) a. Éva

Eve

újságot

newspaper.ACC

olvas.

read

(Kiefer 1990:151)‘Eve is engaged in newspaper-reading.’

b. Éva

Eve

olvas

read

egy

a

újságot.

newspaper.ACC

‘Eve reads a newspaper.’

Kiefer (1990) observes that the bare singular noun in (40a) is non-referential (and is part of the

meaning of the predicate ‘newspaper reading’). The non-referential nature of the bare singular

noun is shown in (41), where the pronoun azt ‘it’ cannot refer to újságot ‘newspaper’.

(41) *Jancsi

Eve

újságoti

newspaper.ACC

olvasott

read.PAST

és

and

aztán

then

az

the

asztalra

table.on

tette

put.PAST

(azti).

it

(Kiefer 1990:152)‘Eve is engaged in newspaper-reading.’

Kiefer argues that újságot in (40a) and (41) is incorporated into V, whereby it is interpreted as

part of the complex predicate ‘newspaper-reading’ (see also Farkas and de Swart 2003 for more

discussion of the semantics of noun-incorporation in Hungarian).

Relevant here is that Baker (1988) proposes that noun-incorporation is an instance of head-

movement of non-branching N, which would then be impossible if DP projects above N(P), be-

cause movement of N to V would be blocked by D due to the Head Movement Constraint (Travis

1984, Rizzi 1990). Relatedly, Baker (1996) observes that polysynthetic languages lack definite ar-

ticles, and argues that polysynthesis results from noun-incorporation (see also Bošković 2008b for

discussion). Given that noun-incorporation is only possible in the absence of DP, the availability

of noun-incorporation may well be a cue for a learner of Hungarian not to generalize projection of

DP triggered by the presence of the definite article to indefinite nominal phrases.

Thus, Hungarian can be classified as less of a DP-language in the scale of the NP/DP-language

distinction than English, in fact even less so than Italian discussed in section 5.3 too. DP can

be absent with the definite article dropped or adjoined to a nominal head rather than projecting
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above NP, and indefinite nominal phrases are also allowed to be bare NPs. Again, this would be

mysterious under the two-way or three-way categorical “cut” of the NP/DP-languages distinction

in the previous literature.

5.5 Greek as less of a DP-language

Greek is another DP-language of particular interest from the perspective of the NP/DP-language

scale argued for here. In this section, I argue that Greek is yet another type of DP-language, which

is different from both Italian and Hungarian in the scale of the NP/DP-language distinction. In

particular, I show that Greek exhibits a number of properties of NP-languages, such as adjunct

extraction, Left Branch Extraction (LBE), semi-productive compositional indeterminate pronouns,

bare singulars, and null objects with sloppy readings. Crucially, these are possible only in the

absence of a definite article; when a definite article is present, Greek behaves like a DP-language.

I thus propose that DP does not project above NP in indefinite nominal phrases, while it projects

above NP in the presence of the definite article. I take this as indicating that Greek is less of a

DP-language than English in that bare NP is allowed in Greek, but also it is a different type of a

DP-language than Italian or Hungarian in that the definite article always projects DP above NP. It

is also pointed out in this section that Greek allows LBE when a definite article is present but the

article is left-dislocated together with an adjective. I propose an account of this in connection with

a particular type of LBE out of PP observed in Serbo-Croatian. Moreover, I suggest two possible

analyses of the indefinite article in Greek. On one analysis, the indefinite article in Greek can be

base-generated as adjoined to another head, on a par with the indefinite articles in the languages

discussed by Wang (2019) in the context of grammaticalization of indefinite articles. On the other

analysis, the traditional indefinite article in Greek is actually an adjective adjoined to NP, just

like the numeral ‘one’ in Serbo-Croatian. I show that both analyses can capture the paradigm of

extraction out of a nominal phrase in the presence of the indefinite article.
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5.5.1 Adjunct extraction

Greek has definite articles, and has been treated as a DP-language by Bošković (2008b, 2012) in his

two-way cut of NP/DP-language distinction. Interestingly, however, Alexopoulou and Folli (2019)

observe that Greek allows extraction of an adjunct out of a nominal phrase, like NP-languages such

as Serbo-Croatian and unlike canonical DP-languages such as English, as shown in (42).

(42) [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[koritsia

girls

ti] o

the

Petros?

Petros

(Alexopoulou and Folli 2019:464)‘Petros met girls from which city?’

Note that the indefinite nominal phrase in (42) is plural and hence is not accompanied by an indef-

inite article. Interestingly, when the indefinite article is present, the extraction in question is also

possible, as shown in (43).

(43) [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ena

a

koritsi

girl

ti] o

the

Petros?

Petros

‘Petros met a girl from which city?’

It should be added here that (42) becomes bad when a definite article is present, as seen in (44).

(44) *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the girls from which city?’

This indicates that there is a contrast between definite and indefinite nominal phrases regarding

adjunct extraction. This is further confirmed by the following examples, where the head noun is

modified by an adjective:

(45) a. [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[psila

tall

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met tall girls from which city?’
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b. [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ena

a

psilo

tall

koritsi

girl

ti] o

the

Petros?

Petros

‘Petros met a tall girl from which city?’

c. *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

psila

tall

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the tall girls from which city?’

In Greek, demonstratives are accompanied by a definite article. As expected, adjunct extraction

out of a nominal phrase with a demonstrative is disallowed, as shown in (46).

(46) *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[afto

this

to

the

koritsi

girl

ti] o

the

Petros?

Petros

‘Petros met this girl from which city?’

Possessive constructions in Greek can be definite or indefinite. Here again, adjunct extraction

under discussion is allowed only with indefinite possessums, as shown in (47).

(47) a. [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[filus

friends

mou

my

ti] o

the

Petros?

Petros

‘Petros met a friend of mine from which city?’

b. [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ena

a

filo

friend

mou

my

ti] o

the

Petros?

Petros

‘Petros met a friend of mine from which city?’

c. *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ton

the

filo

friend

mou

my

ti] o

the

Petros?

Petros

‘Petros met my friend from which city?’

Thus, one may conclude that whether adjunct extraction out of a nominal phrase is possible corre-

lates with whether the nominal phrase is definite or indefinite.
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However, it turns out that it is not the semantics of the nominal phrase but the presence/absence

of the definite article that matters for the extraction in question. In Greek, a generic interpretation

is obtained in the presence of a definite article (Giannakidou 2012). As shown in (48), adjunct

extraction out of a nominal phrase that has the generic interpretation is disallowed, although the

definite article does not have the usual definite interpretation.

(48) *[Apo

from

pia

who

poli]i

city

poula

sell.3SG

[ta

the

proionta

products

ti] o

the

Petros?

Petros

‘Petros sells products from which city?’

Another interesting case concerns superlatives. In footnote 16, I showed that adjunct extraction

out of a nominal phrase with a superlative adjective is possible in Italian, based on which I sug-

gested that the definite article that appears with superlatives does not project DP in Italian. The

relevant example is repeated here as (49). Importantly, adjunction extraction in such environments

is impossible in Greek, as shown in (50).

(49) ?[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

grandissimi

largest

libri

books

ti]?

‘From which shelf did Gianni read the largest books?’

(50) *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

pio

SUPL

psila

tall

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the tallest girls from which city?’

Thus, the generalization that we obtain here is that adjunct extraction is disallowed in the presence

of the definite article in Greek, regardless of its interpretation. Given Bošković’s analysis of the

extraction in question discussed in section 5.3.2, in which DP essentially blocks the extraction in

question, this can be taken as indicating that in Greek, DP is projected when the definite article is

present, while it is not projected when the definite article is absent.
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5.5.2 Left Branch Extraction

Another relevant case concerns Left Branch Extraction (LBE) of adjectives out of a nominal phrase.

As noted above, Uriagereka (1988), Corver (1990), and Bošković (2005) establish the generaliza-

tion that adjective LBE is allowed only in languages that lack definite articles, as exemplified by

English (51) and Serbo-Croatian (52).

(51) *Expensivei/Thosei he bought [ti cars].

(52) Skupai/Tai

expensive/that

je

is

video

seen

[ti kola].

car

Bošković (2005) proposes that in article-less languages, DP does not project above NP, hence AP,

which is adjoined to NP, can move out of the nominal phrase without violating the PIC or the

anti-locality condition, as schematized in (53).

(53) NP

AP NP

N Root

✓PIC
✓anti-locality

Phasal complement

Regarding languages with definite articles, Bošković offers two possible accounts, which were dis-

cussed in section 5.3. One is to assume that adjectives are universally adjoined to NP. In languages

with definite articles, DP projects above NP and hence extraction of an adjective violates either the

PIC or the anti-locality condition, just like adjunct extraction out of a nominal domain as discussed

above. This is schematized in (54). The other is to assume that in languages with definite articles

AP projects above NP, as discussed in section 5.3.2, whereas they are adjoined to NP in languages

without definite articles. Under this account, AP cannot move to the exclusion of NP in languages

with definite articles, so that adjective LBE is blocked. This is illustrated in (55).
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(54) a. DP

D′

D NP

AP NP
✓PIC

✗anti-locality

Phasal
complement

b. DP

D′

D NP

AP NP

✗PIC
✓anti-locality

Phasal
complement

(55) DP

D′

D AP

A NP

✗with NP excluded

Interestingly, Alexopoulou and Folli (2019) show that Greek allows adjective LBE, although it

has definite articles. As shown in (57), the adjective modifying the noun is fronted with contrastive

focus (indicated by the small capitals). Note also that the definite article is absent here.

(56) Aghorase

bought.3SG

[akrivo

expensive

aftokinito].

car

(Alexopoulou and Folli 2019:444)‘She bought an expensive car.’

(57) AKRIVOi

expensive

aghorase

bought.3SG

[ti aftokinito].

car

(Alexopoulou and Folli 2019:463)‘He bought an expensive car.’

In contrast, when the definite article is present, LBE is disallowed, as shown in (59).

(58) Idha

saw.1SG

[to

the

kokkino

red

forema].

dress

‘I saw the red dress.’
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(59) *[KOKKINO]i

red

idha

saw.1SG

[to

the

ti forema].

dress

‘I saw the red dress.’

It should be added here that the left-dislocated adjective in (57) is not base-generated in the fronted

position. As shown in (60a), the left-dislocated modifier and the head noun can be separated by

a finite clause boundary. Crucially, as seen in (60b), they cannot be separated by a Complex NP

island, which indicates that the modifier is indeed extracted from the nominal phrase inside the

island.

(60) a. [AKRIVO]i

expensive

mou

me(CL)

ipes

said.2SG

oti

that

aghorase

saw.2SG

[ti aftokinito].

car

‘It is an EXPENSIVE car that you told me that you saw.’

b. *[AKRIVO]i

expensive

ghnorisa

met.1SG

[island ti

the

ghineka

woman

pou

that

forese

wore

[ti aftokinito]].

car

‘It is an EXPENSIVE car that I met the woman who bought.’

Thus, we can conclude that Greek allows LBE in the absence of the definite article but disallows

it in the presence of the definite article. Given Bošković’s account of LBE mentioned above, this

can be taken as indicating that DP does not project above NP in the absence of the definite article,

whereas it projects above NP in the presence of the definite article.

Before proceeding, I would like to note here that adjective LBE is possible in the presence of a

definite article when the definite article is accompanied by a focused adjective, as shown in (61).20

20. I acknowledge that there is speaker variation regarding the judgment of cases like (61) (see Bošković 2012). The
discussion in the text is based on the grammar of the speakers who accept the relevant constructions. As mentioned in
footnote 35, Macedonian and Bulgarian, which have affixal definite articles, also exhibit speaker variation regarding
the availability of LBE. The speaker variation is actually not unexpected from the perspective of the argument in
this chapter; some speakers of these languages acquire the grammar of more of a DP-language, in which LBE is not
possible, whereas other speakers acquire the grammar of less of a DP-language, in which LBE is allowed. This speaker
variation can be analyzed as arising from an interaction of the primary linguistic data and third factor principles that
instruct the learner to minimize the structure and to generalize a parameter value from one domain to other domains.
See section 5.6 for discussion of parameter setting in connection to the NP/DP-language scale advocated here.
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(61) [To

the

KOKKINO]i

red

idha

saw.1SG

[ti forema].

dress

(Androutsopoulou 1998:1)‘It is the RED dress that I saw.’

Note that the extraction in question is also sensitive to islands, as shown in (60).21

(62) a. [To

the

KOKKINO]i

red

mou

me(CL)

ipes

said.2SG

oti

that

idhes

saw.2SG

[ti forema].

dress

‘It is the RED dress that you told me that you saw.’

b. ??[To

the

KOKKINO]i

red

ghnorisa

met.1SG

[island ti

the

ghineka

woman

pou

that

forese

wore

[ti forma]].

dress

(Androutsopoulou 1998:5)‘It is the RED dress that I met the woman who wore.’

In addition, a nominal phrase with the indefinite article patterns with a nominal phrase with the

definite article with respect to LBE. As shown in (63), LBE is impossible when the indefinite

article stays in the nominal phrase, but it becomes possible when the indefinite article moves with

the left-dislocated adjective.

(63) a. *AKRIVOi

expensive

aghorase

bought.3SG

[ena

a

ti aftokinito].

car

‘He bought an expensive car.’

b. [Ena

a

AKRIVO]i

expensive

aghorase

bought.3SG

[ti aftokinito].

car

‘He bought an expensive car.’

The distribution of LBE in Greek is thus more complicated than that of adjunct extraction dis-

cussed in the previous subsection; LBE is possible (i) when neither the definite nor indefinite

article is present, and (ii) when the left-dislocated adjective is dislocated together with the definite

21. Androutsopoulou (1998) gives ‘??’ to (62b), but since the island in (62b) is a strong island, it is expected to be
much worse than ‘??’. What is important here is that there is a contrast between (62a) and (62b) (though it is not clear
why (62b) is not worse than ‘??’).
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or indefinite article. (i) can be explained by the proposal that DP is absent when the definite (or

indefinite) article is absent, but (ii) requires a more fine-grained treatment of the definite and in-

definite articles. I will discuss LBE in the presence of the definite article in section 5.5.5 and LBE

in the presence of the indefinite article in section 5.5.6.

5.5.3 Indeterminate pronouns

Another observation relevant for the NP/DP-language status of Greek is that Greek has semi-

productive compositional indeterminate pronouns, as seen in (64).

(64)

indeterminate existential neg-polarity free choice

person pjos ká-pjos kanénas, kanís o-pjos-dhípote

thing ti ká-ti tí-pota o-ti-dhípote

place pu ká-pu pu-thená o-pu-dhípote

time póte ká-pote poté o-pote-dhípote

Note that what is derived from compositional indeterminate pronouns are indefinite pronouns.

Given that productive compositional indeterminate pronouns are allowed only in languages where

DP can be absent as argued in chapter 3, the semi-productivity of compositional indeterminate pro-

nouns in Greek can be taken as another case where Greek allows bare NPs that are not dominated

by DP when the NPs are indefinite.

It is worth adding here that universal quantifiers are missing in the paradigm of the indefinite

pronouns in Greek (this contrasts with NP-languages such as Japanese and Serbo-Croatian, where

universal quantifiers are derived from compositional indeterminate pronouns). For instance, the

Greek universal quantifier that corresponds to ‘everyone’ is kathé-nas, which is composed of kathé

‘every’ and énas ‘one’, similarly to English everyone. Crucially, Giannakidou (2012) notes that

kathé-nas must be accompanied by the definite article, as shown in (65).
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(65) a. O

the

kathé-nas

everyone

éfere

brought

apó

of

éna

one

vivlío.

book

‘Everyone brought one book each.’

b. *Kathé-nas éfere apó éna vivlío. (Giannakidou 2012:310)

This can be taken as indicating that DP projects above NP when the definite article is present,

which blocks the indeterminate pronoun from being used as an indefinite pronoun (see chapter

3 for relevant discussion). On the other hand, when the definite article is absent, indeterminate

pronouns are not dominated by DP and hence can be composed with a quantificational particle and

used as indefinite pronouns, as seen in (64). Thus, the paradigm of the indefinite pronouns can be

taken as additional supportive evidence that the presence/absence of the definite article correlates

with the presence/absence of the DP layer in the nominal domain in Greek.22

It should, though, be noted that the free choice items in Greek, which are based on composi-

tional indeterminate pronouns, contain o, which is a definite article. A question that naturally arises

22. Relatedly, the definite article in Greek can also occur with the distributive quantifier ‘every/each’, as shown in
(ia). The same observation holds for Basque (ib) and Bulgarian (ic), which have affixal definite articles and hence are
less of DP-languages (see also section 5.7 for Basque). In Hungarian, the distributive quantifier valamennyi ‘each’
requires the definite article to co-occur (only) when there is an element that precedes it, as seen in (ii).

(i) a. o
the

kathe
every

fititis
student

(Greek, Giannakidou 2004:121)‘each student’

b. mutil
boy

guzti-a
each-the

(Basque, Etxeberria 2005:42)‘each boy’

c. vsički-te
every-the

momčeta
boys

(Bulgarian, Giannakidou et al. 2009)‘each boy’

(ii) a. (*A)
the

valamennyi
each

[töl-ed
from-2.SG

kapott]
received

levél
letter

rövid
short

volt.
was

‘Each letter received from you was short.’

b. *(A)
the

[töl-ed
from-2.SG

kapott]
each

valamennyi
received

levél
letter

rövid
short

volt.
was

(Hungarian, Szabolcsi 1994:210)‘Each letter received from you was short.’

Giannakidou (2004) and Etxeberria and Giannakidou (2010) propose that the definite articles in (ia) and (ib) lack defi-
nite interpretation (i.e., do not function as the iota operator) but add a presupposition on the domain of the distributive
quantifier (this can be extended to Bulgarian (ic)).
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here is why the definite article does not seem to project DP in the case of free choice items, given

that indefinite pronouns that are based on compositional indeterminate pronouns are not dominated

by DP. Giannakidou and Cheng (2006:151) suggest that “[the free choice item in Greek] is a lexi-

cal unit without being semantically or morphologically decomposed in a strict compositional way

from all its parts”. Greek also has free-choice free relative pronouns, which are identical to the

indefinite free choice items and can be used in unconditional clauses (cf. whatever you bring, I

will taste it.). There are also languages such as Hungarian and Japanese where free choice items

and unconditionals use the same morphological ingredients (see Szabolcsi 2019 for Hungarian and

Oda 2021b for Japanese). Oda actually suggests that the free choice item in Japanese is a gram-

maticalized form of the unconditional, which is similar to Giannakidou and Cheng’s suggestion

mentioned above. Note also that free choice items tend to be indeterminate pronoun-based cross-

linguistically regardless of the NP/DP-language status (cf. English wh-ever; see also Haspelmath

1997 for cross-linguistic data). It may then not be implausible that free choice items have different

internal structure than other indefinite pronouns hence can contain a definite article because they

are grammaticalized from unconditionals, which have a clausal structure.

5.5.4 Sloppy reading of null arguments and bare nominals in Greek

The current proposal that Greek allows bare NP in the absence of a definite article can also be

supported by the availability of null indefinite objects in this language. Dimitriadis (1994), Gi-

annakidou and Merchant (1997), Panagiotidis (2002), Tsimpli and Papadopoulou (2006) observe

that Greek allows null objects, as illustrated in (66a), where the underline indicates the null object.

Crucially, the null object in (66a) can refer to a set of dishes that is different from the set of dishes

Napoleodas washed, which is the so-called sloppy reading. This is contrasted with clitics, which

only have the strict reading (i.e., they refer to the same individual as their antecedent), as seen in

(66b).
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(66) a. O

the

Napoleodas

Napoleodas

epline

washed.3SG

pjata

dishes

ke

and

i

the

Nafsika

Nafsika

skupise

dried.3SG

__.

“Napoleodas washed dishes and Nafsika also dried ones.” (sloppy reading)

b. O

the

Napoleodas

Napoleodas

epline

washed.3SG

pjatai

dishes

ke

and

i

the

Nafsika

Nafsika

tai

them.CL

skupise.

dried.3SG

“Napoleodas washed dishes and Nafsika dried them.” (strict reading)

(Adapted from Alexopoulou and Folli 2019:477)

As Tomioka (2003) points out, Greek indefinite null objects are similar to null arguments found in

languages like Japanese with respect to the availability of the sloppy reading. In Japanese (67), the

null argument in the second clause (indicated by the underline) can refer to a car that is different

from the car Mary bought.

(67) Mary-wa

Mary-TOP

kuruma-o

car-ACC

katta.

bought

John-mo

John-also

__ katta.

bought

‘Mary bought a car. John also bought one.’ (sloppy reading)

Interestingly for the current context, following up on Bošković (2012), Cheng (2013) observes

that null arguments of the Japanese type are available in Japanese, Korean, Chinese, Turkish, and

American Sign Language, but unavailable in English, French, German, Dutch, Spanish, Italian

(see also Takahashi 2013 and Sato 2014, 2015 for more languages; cf. footnote 31 for Spanish).

Note that the former lack definite articles, whereas the latter have definite articles. Cheng thus

establishes the generalization (68) (adapted from his original formulation).23

(68) Null arguments of the Japanese type is available only in languages that lack definite articles.

There are various analyses of null arguments of the Japanese type in the literature; pro (e.g., Hoji

1998, 2003, Kurafuji 1999, Tomioka 2003) or ellipsis (e.g., Otaki 2014, Takahashi 2020, Oku 1998,

23. Note that this is a one-way correlation; there are languages that lack definite articles and disallow the sloppy
reading of null arguments. See, e.g., Saito (2007), Takahashi (2013), Sato (2014, 2015) for relevance of agreement for
the availability of the relevant reading. See also Bošković (2018b) for a perspective which combines the two factors
in question (articles and agreement).

221



Saito 2007, Sakamoto 2017, 2019, Takahashi 2008a,b).24 It is beyond the scope of this dissertation

to fully discuss the issue of null arguments (but see below for some discussion). What is important

here is that the licensing mechanism of null arguments with the sloppy reading that is supposed to

be available only in article-less languages is available in Greek, which is surprising under Cheng’s

generalization that is based on Bošković’s two-way cut of the NP/DP-language distinction.25

The availability of the sloppy reading of null objects in Greek is not unexpected from the

perspective of the current proposal on Greek nominal phrases, and more generally, the more fine-

grained “scale” of the NP/DP-language distinction argued for here. I have argued that Greek

nominal phrases may lack DP; in particular, DP is absent in the absence of the definite article.

Thus, Greek is analyzed as allowing bare NPs in such cases similarly to article-less languages

like Japanese. It is worth mentioning here that Tomioka (2003) proposes that null arguments in

Japanese and Greek under discussion are pro NPs of type ⟨e,t⟩, which lack the DP layer that would

type-shift them to type e. Bošković (2017, 2018b) also proposes under the LF-copying analysis

that only elements of type ⟨e,t⟩, including bare NPs that lack the DP layer, can be null arguments

in question, and he in fact suggests that this can be extended to Greek null objects.26 In either

approach, Greek allows null objects of type ⟨e,t⟩ because of the lack of the DP layer that would

function as a type-shifter in the case of indefinite nominals. Importantly, unification of Greek null

objects and null arguments of the Japanese type makes sense under the current view of the scale

of the NP/DP-language distinction; Greek is less of a DP language, which may allow bare NPs

including indefinite null objects, unlike canonical DP languages such as English, where DP always

projects.

It needs to be added, though, that the relevant null arguments are not as productive in Greek as

24. There are two major lines of ellipsis approaches to null arguments of the Japanese type; PF-deletion (Otaki 2014,
Takahashi 2020) or LF-copying (Oku 1998, Saito 2007, Sakamoto 2017, 2019, Takahashi 2008a,b). The difference
does not matter for the present purposes.
25. There are certain conditions that constrain availability of null objects in Greek. See Giannakidou and Merchant
(1997) and Tsimpli and Papadopoulou (2006) for discussion. What is important here is that the relevant null argument
is in principle available in Greek, which is not expected by the two-way cut of the NP/DP-language distinction (but
see Bošković 2018b).
26. It is also worth mentioning that Giannakidou and Merchant (1997) propose an LF-copy analysis of Greek null
objects.
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in Japanese, which is reasonable since Greek is still a DP-language to some extent. Importantly,

Giannakidou and Merchant (1997) observe that when the antecedent is a definite nominal phrase, a

null object that refers to it is not allowed; instead, a clitic pronoun must be used, as shown in (69).

(69) a. A: Efere

brought.3SG

o

the

Andreas

Andreas

[ta

the

vivlia]i?

books?

‘Did Andreas bring the books?’

b. B: Ne,

yes

*(ta)

them

efere.

brought.3SG

(Giannakidou and Merchant 1997:142)‘Yes, he brought them.’

This contrasts with Japanese, where a null argument can refer to a semantically definite antecedent.

(70) John-wa

John-TOP

kono-honi-o

this-book-ACC

yonda.

read

Mary-mo

Mary-ALSO

__i yonda.

read

‘John read this book. Mary read [it] too.’

Given that, in Greek, only bare NPs that lack the DP layer can be null arguments of the Japanese-

type, the unavailability of the null object in (44) can be attributed to projection of DP in the pres-

ence of the definite article.27 Again, this makes sense if Greek is between English and Japanese

in the NP/DP-language scale as argued for here; it is less of a DP-language than English in that

it allows bare NP in the absence of a definite article, but still a DP-language to some extent, in

particular in the presence of a definite article.28

27. Dimitriadis (1994) observes that a null object with sloppy reading is possible in the presence of the indefinite
article.

(i) a. Echis
you.have

ena
one

taliro?
nickel

‘Do you have a nickel?’

b. (*To)
it

echo
I.have

__

(Dimitriadis 1994)‘I have (one).’

This makes sense under the current proposal that DP does not project above NP in the absence of the definite article;
the antecedent of the null object is an indefinite nominal phrase, which is a bare NP, so that it can be referred to by the
null object (for relevant discussion regarding American Sign Language, see Koulidobrova 2017).
28. Related to this, Greek allows clitic doubling, but only in the presence of the definite article with the doubled
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Alexopoulou and Folli (2019) note that Italian is different from Greek when it comes to null

objects. Italian does not allow null indefinite objects, as shown in (71).

(71) *Gianni

Gianni

sta

is

cercando

looking.for

un

a

idraulico

plumber

ma

but

non

not

trova

find.3SG

__.

‘Gianni is looking for a plumber, but cannot find one.’

(Adapted from Alexopoulou and Folli 2019:474)

This is expected under the current proposal, under which Italian nominal phrases without a definite

article are DPs (see section 5.3). Indefinite nouns in Italian are type-shifted from type ⟨e,t⟩ due

to the presence of the DP layer, and hence cannot be a null argument in Tomioka’s or Bošković’s

approaches to null arguments of the relevant type. Actually, Alexopoulou and Folli (2019) also pro-

pose that Italian nominal phrases are DPs while Greek nominal phrases are smaller than DP (NumP

for them), and that Tomioka’s (2003) analysis of null arguments can be extended to Greek.29 An-

other relevant observation made by Alexopoulou and Folli is that Greek allows bare singular nom-

inals, whereas Italian does not, as shown in (72) (see also Longobardi 1994 on Italian).

nominal phrase (Anagnostopoulou 1994). Bošković (2008b, 2012) establishes the generalization that only languages
with definite articles may allow clitic doubling, and offers a deduction of it in which the clitic and the doubled nominal
phrase Agree with respect to the D-feature, which is present only in languages with definite articles. Building on this, I
hypothesize that in Greek only the definite article bears the D-feature and can Agree with the clitic, and in the absence
of the definite article, the D-feature is also absent hence clitic doubling is disallowed.
29. For the sloppy reading, Italian uses a pronominal clitic, as shown in (i).

(i) Gianni
Gianni

sta
is

cercando
looking.for

un
a

idraulico
plumber

ma
but

non
not

lo
him.CL

trova.
find.3SG

(Adapted from Alexopoulou and Folli 2019:474)‘Gianni is looking for a plumber, but cannot find one.’

Interestingly for the current context, Runić (2014a,b) observes that Bulgarian, Macedonian, Spanish, French, (Brazil-
ian) Portuguese, Romanian, and Greek, all of which have definite articles, disallow the sloppy reading of clitics,
whereas Czech, Serbo-Croatian, Slovak, and Slovenian, which lack definite articles, allow the sloppy reading of cli-
tics. She thus establishes the following generalization;

(ii) Only languages without definite articles allow sloppy reading of clitics.

Italian, then, seems to be a counterexample to (ii), since Italian has definite articles (Runić in fact acknowledges this
and puts aside Italian in her account). The current proposal may leave room to account for the availability of the sloppy
reading in Italian in this case. Under the current proposal, definite articles in Italian need not project DP; they can
adjoin to N, so that bare NP (i.e., NP that is not dominated by DP) is in principle allowed. It is, then, not impossible
that whatever mechanism licenses the sloppy reading of clitics in article-less languages, where bare NPs are allowed,
is available in Italian, which also (in a way) allows bare NPs. This possibility remains to be explored in future research.
Another possibility is that the sloppy reading of Italian clitics is attributed to the nature of clitics that is independent
of the NP/DP-language distinction. See Ippolito (2017) and Yuan (2018) for discussion.
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(72) a. Greek

I

the

Maria

Maria

vrike

found

dada

nanny

gia

for

ta

the

pedhia

children

(Alexopoulou and Folli 2019:442)‘Maria found a nanny for the children.’

b. Italian

Maria

Maria

ha

has

trovato

found

*(una)

a

baby-sitter

baby-sitter

per

for

i

the

bambini.

children

(Alexopoulou and Folli 2019:443)‘Maria has found a babysitter for the children.’

Alexopoulou and Folli argue that Greek allows bare singular nominals because DP is absent in

this language. My proposal can also account for this, since nominal phrases can be bare NPs in

the absence of the definite article as discussed above.30 Thus, one might view their proposal as

essentially the same as the current proposal in this respect.

However, there is a crucial difference between their proposal and mine. Under their proposal,

all nominal phrases in Italian are DPs and all nominal phrases in Greek lack the DP layer, which

is along the lines of Bošković’s (2008b, 2012) two-way cut of the NP/DP-language distinction.

Under the current proposal, on the other hand, nominal phrases in Italian are NPs (only) in the

presence of a definite article and those in Greek are DPs in the presence of a definite article. My

proposal is motivated by the observation that adjunct extraction out of a nominal phrase is possible

only in the presence of a definite article in Italian, while it is blocked in the presence of a definite

article in Greek (see section 5.3.2 for Italian and section 5.5.1 for Greek). The proposal that DP

need not project in Italian in the presence of a definite article is further supported by the availability

of reflexive possessives (see section 5.3.3). These observations are mysterious under Alexopoulou

and Folli’s proposal that treats Italian as a canonical DP-language, where DP always projects. In

addition, Alexopoulou and Folli note that Greek shows some properties that are expected for a

30. Bare singulars are also possible in the presence of an adjective, as shown in (i), repeated from (56).

(i) Aghorase
bought.3SG

akrivo
expensive

aftokinito.
car

(Alexopoulou and Folli 2019:444)‘She bought an expensive car.’

This is also correctly predicted by the current proposal, since AP is analyzed as being adjoined to NP.
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canonical DP-language in Bošković’s (2008b, 2012) generalizations, such as the availability of

clitic doubling (see footnote 28 on this). I have also shown above that Greek behaves like a DP-

language in the presence of the definite article regarding adjunct extraction, LBE, and null objects.

Although Alexopoulou and Folli mean to treat Greek as “less of a DP-language”, their proposal

actually amounts to saying that Greek is an NP language, since the DP layer would be always

absent. Thus, I conclude that Alexopoulou and Folli’s proposal, or approaches in general that

appeal to a total presence vs. absence of the DP layer in a language, cannot be maintained, and

that the relevant behavior of Greek can and should be captured by different possible structural

options within a single language, namely, the presence/absence of DP that correlates with the

presence/absence of the definite article in a nominal phrase. In the bigger picture, all this means

that Greek is less of a DP-language than English and is yet another type of a non-canonical DP-

language, different from Italian and Hungarian in the scale of the NP/DP-language distinction

argued for here.31

31. Spanish is worth mentioning here. In footnote 3, it was noted that adjunct extraction out of a nominal phrase with
a definite article is banned in Spanish, similarly to Greek. The relevant example is repeated in (i). However, when
the definite article is absent, such extraction is much better, as shown in (ii). Spanish thus patterns with Greek in this
respect, which can be taken as indicating that DP does not project in the absence of a definite article.

(i)*¿[De
of

qué
which

estantería]i
shelf

leyó
read

María
Maria

[los
the

libros
books

ti]?

‘From which shelf did Maria read the books?’

(ii) ¿[De
of

qué
which

estantería]i
shelf

leyó
read

María
Maria

[libros
books

ti]?

‘From which shelf did Maria read the books?’

Interestingly for the current context, Spanish allows bare singulars as seen in (iii) (though they occur only with a limited
set of predicates, unlike those in Greek; see, e.g., Espinal 2010 and Riqueros 2013 for Spanish and Alexopoulou and
Folli 2019 for Greek).

(iii) Tengo
I.have

coche.
car

‘I have a car.’

In addition, Clements (2006) notes that some varieties of Spanish allow null objects with sloppy reading, as shown in
(iv). Note that the null objects cannot refer to a definite antecedent, similarly to those in Greek, as shown in (v).

(iv) a. ¿Compraste
you.bought

cafe?
coffee

‘Did you buy coffee?’

b. Sí,
yes

compre
I.bought

__.

‘Yes, I bought (some).’
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5.5.5 Greek definite articles adjoin to A via movement

In section 5.5.2, I noted that LBE is possible even in the presence of the definite article in Greek, if

the fronted adjective is accompanied by the definite article. The relevant example is repeated here

as (73) from (61). This is contrasted with (74), repeated from (59), where the definite article stays

in the nominal phrase.

(73) [To

the

KOKKINO]i

red

idha

saw.1SG

[ti forema].

dress

(Androutsopoulou 1998:1)‘It is the RED dress that I saw.’

(74) *[KOKKINO]i

red

idha

saw.1SG

[to

the

ti forema].

dress

‘I saw the red dress.’

I have proposed above that DP always projects above NP in the presence of the definite article,

which accounts for the ill-formedness of (74) given Bošković’s (2005) analysis of LBE discussed

in section 5.5.2. A question that immediately arises is why LBE is possible in (73) despite the

presence of the definite article.

I propose that the extraction in question in Greek can be accounted for by extending Bošković’s

(2013b) analysis of a particular type of LBE out of a PP in Serbo-Croatian. In Serbo-Croatian, LBE

out of a PP is possible, where an apparent non-constituent undergoes LBE; in (75), the preposition

u ‘in’ and the adjective veliku ‘big’ are fronted.

(v) a. ¿Compraste
you.bought

el
the

libro?
book

‘Did you buy the book?’

b. Sí,
yes

lo=compre
it=I.bought

/ *compre
I.bought

__.

‘Yes, I bought it.’

Spanish thus patterns with Greek with respect to adjunct extraction, bare singulars, and null objects. This can be taken
to indicate that Spanish indefinite nominal phrases can be bare NPs that are not dominated by DP, which in turn means
that Spanish is less of a DP-language than English.
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(75) [U

in

veliku]i

big

on

he

uąe

entered

[ti sobu].

room

(Bošković 2005:30)‘He entered the big room.’

Note that (75) becomes bad when the preposition stays in the base position, as shown in (76). This

is parallel to the contrast between (73) and (74) in Greek; namely, when the definite article stays

in the base position, the extraction in question is disallowed.

(76) *[Veliku]i

big

on

he

uąe

entered

[u

in

ti sobu].

room

(Bošković 2013b:72)‘He entered the big room.’

Bošković (2013b) proposes that the AP veliku ‘big’ first moves to the edge of PP and P procliticizes

onto the AP. This P+AP then moves to the sentence initial position as a constituent, as schematized

in (77).32

32. Talić (2013) provides evidence for this analysis from a phonological perspective, i.e., accent shift. As shown in
(i), the preposition u ‘in’, which is a proclitic, can take over the accent from its host.

(i) u_nòvu
in_new

→ ù_novu
in_new

Talić establishes the generalization that the accent shift can take place only if the host is allowed to move independently.
As shown in (iia), when there is only one descriptive adjective, the adjective can undergo LBE. In contrast, when there
are two descriptive adjectives, LBE is impossible, as shown in (iib) (see Bošković 2005 for discussion of this effect).

(ii) a. Novui
new

je
is

on
he

[ti bratovu
brother’s

kuću]
house

kupio.
bought

‘He bought his brother’s new house.’

b.*Novui
new

je
is

on
he

[ti veliku
big

kuću]
house

kupio.
bought

‘He bought a new big house.’

Crucially, the preposition can take over the accent from its host when there is only one adjective, as shown in (iiia),
whereas it cannot do so when there are two adjectives, as shown in (iiib). This indicates that the mobility of the
adjective is a pre-requisite of the accent shift, which in turn indicates that in such cases, the adjective moves to
SpecPP, with the preposition cliticizing to it (this is why the preposition still precedes it).

(iii) a. u_nòvoj
in_new

bratovoj
brother’s

kući
house

→ ù_novoj
in_new

bratovoj
brother’s

kući
house

b. u_nòvoj
in_new

velikoj
big

kući
house

→ *ù_novoj
in_new

velikoj
big

kući
house

Not surprisingly, the same pattern is observed with LBE out of a PP. As seen in (iva), when there is only one adjective,
the preposition and the adjective can be extracted together. On the other hand, when there are two adjectives, the
adjectives cannot undergo LBE with the preposition, as shown in (ivb).
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(77) a. PP

APi

veliku
‘big’

P′

P
u

‘in’

NP

ti NP

sobu
‘room’

b. PP

Pk+APi

u veliku
‘in big’

P′

tk NP

ti NP

sobu
‘room’

At this point, an issue arises regarding the locality of the movement of AP in (77). Bošković

(2013a, 2014) proposes that PP is quite generally a phase (for relevant discussion, see also Abels

2003). This follows from Bošković’s (2014) contextual approach to phasehood adopted here, in

which the highest projection in the extended projection of every lexical category constitutes a

phase. Thus, PP in (77) is a phase and NP is in its Spell-Out domain. The adjective veliku ‘big’ in

(77a) must thus move to Spec,PP in order to obey the PIC. Notice, however, that this movement of

the adjective from the NP-adjoined position to Spec,PP would violate the anti-locality condition,

since it crosses just a segment, not a full phrase (cf. Bošković 2005). One may thus argue that the

derivation in (77) should be ruled out.

In order to resolve this issue, Bošković (2013b) proposes that the PIC/anti-locality violation of

the movement in question is voided because of the cliticization of the preposition, which is a phase

head. Relevant here is Bošković’s (2011b) generalization stated in (78).

(78) Traces do not head islands.

(iv) a. [U
in

novoj]i
new

je
is

on
he

[ti bratovoj
brother’s

kući]
house

živio.
lived

‘He lived in his brother’s new house.’

b.*[U
in

novoj]i
new

je
is

on
he

[ti velikoj
big

kući]
house

živio.
lived

‘He lived in a new big house.’

Based on all this, Talić concludes that mobility of the adjective is a prerequisite for accent shift, with (75) and (iva)
involving LBE of the adjective that carries the preposition; more specifically, the adjective first moves to Spec,PP and
then the preposition procliticizes onto the AP, whereby the preposition can take over the accent from the adjective,
which then undergoes LBE out of the PP, carrying the P (as a constituent). (See also Bošković 2005, 2013b for a
number of parallelisms between LBE out of a PP under discussion and LBE out of a nominal phrase, which further
motivate the analysis of PP LBE discussed in text.)
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One of the striking arguments for (78) comes from the following example from Galician:

(79) a. *De

of

quénj

whom

liches

you.read

[DP[D′ os

the

[mellores

best

poemas

poems

de

of

amigo

friend

tj]]]?

‘Who have you read the best poems of friendship by?’

b.(?)De

of

quénj

whom

liche-losi

you.read-the

[DP[D′ ti [mellores

best

poemas

poems

de

of

amigo

friend

tj]]]?

(Uriagereka 1996:270-271)‘Who have you read the best poems of friendship by?’

(79a) shows that extraction of the wh-phrase out of a definite DP island is banned. Crucially, as

shown in (79b), the island effect is circumvented when the definite article cliticizes onto the verb.

This falls under (78); the head of the island is a trace in (79b), hence the DP ceases to be an island.

Bošković (2011b) proposes that (78) can be deduced from the rescue-by-PF-deletion mecha-

nism, which is based on Chomsky’s (1972) analysis of amelioration of island effects under ellipsis

originally observed by Ross (1969). Relevant examples are given in (80).

(80) a. *Ben will be mad if Abby talks to one of the teachers, but she couldn’t remember [which

(of the teachers)]i Ben will be mad [island if she talks to ti].

b. Ben will be mad if Abby talks to one of the teachers, but she couldn’t remember whichi

Ben will be mad [island if she talks to ti].

Chomsky (1972) proposes that a * is assigned to an island when an element is extracted out of it.

If the * remains in the final representation, the sentence is ungrammatical. Thus, in (80a), since

which crosses the adjunct island, a * is assigned to the island and the sentence is bad. However, if

the *-marked element, i.e., the island, is deleted in PF, the island effect is voided. Thus, in (80b),

the adjunct island is deleted in PF, so that the island violation is circumvented. Bošković extends

this proposal to deletion of copies of syntactic objects in minimalism. In addition, he modifies

Chomsky’s analysis, proposing that a * is not assigned to the whole island but to the head of the

island. Thus, when the wh-phrase moves out of the DP island in (79a), the head of the island, i.e.,

the D head, is assigned a *, which is responsible for the ungrammaticality of (79a). However, in
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(79b), D incorporates into V, leaving a trace in the base position, so that the *-marked island head

is the trace of D, which means that it is a copy that is deleted in PF. Thus, the island effect is voided

in (79b) since the *-marked element is deleted at PF. (Note that this analysis can also capture (80b),

where the entire island, including its head, is deleted in PF.)

Returning to LBE out of a PP, Bošković (2013b) argues that the rescue-by-PF-deletion mecha-

nism can also void violations of the PIC and the anti-locality condition, if the relevant phase head is

deleted in PF. In (77a), the adjective moves to Spec,PP, which violates the anti-locality condition.

The head of the PP phase is then *-marked. This P head undergoes cliticization onto AP, leaving

a trace in the base position. Since the copy of P in the base position that is *-marked is deleted in

PF, the anti-locality violation is voided. Likewise, if the adjective moves to a position higher than

Spec,PP in order to obey the anti-locality condition, the PIC would be violated hence P would be

*-marked, but since P undergoes cliticization onto the adjective, the copy of P in the base position

that is *-marked is deleted in PF, resulting in amelioration of the PIC violation. Thus, LBE out of

a PP in question is made possible by the rescue-by-PF-deletion mechanism. Recall also that if the

preposition stays in the base position, movement of the adjective out of the PP is disallowed, as

shown in (81), repeated from (76).

(81) *[Veliku]i

big

on

he

uąe

entered

[u

in

ti sobu].

room

(Bošković 2013b:72)‘He entered the big room.’

This is straightforwardly captured by Bošković’s proposal: since the *-marked phase head, i.e., P,

is not a trace here, the * remains in the final representation, resulting in an anti-locality violation

(the same holds for the derivation that involves the PIC violation).

Let us now consider how Bošković’s analysis discussed above can be extended to Greek LBE

in (82), repeated from (73).
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(82) [To

the

KOKKINO]i

red

idha

saw.1SG

[ti forema].

dress

(Androutsopoulou 1998:1)‘It is the RED dress that I saw.’

What is important here is that Greek accusative definite articles are morphologically identical to

3rd person accusative clitics, as shown in (83).33

(83) a. Clitics

Masculine Feminine Neuter

Singular ton tin to

Plural tus tis ta

b. Definite articles
Masculine Feminine Neuter

Singular ton tin to

Plural tus tis ta

Building on this, I propose that the definite articles in Greek can cliticize onto the adjective, on

a par with the prepositions in Serbo-Croatian discussed above. In the pre-movement structure,

the AP ‘red’ adjoins to the NP ‘dress’, and the definite article projects DP above the NP. The

adjective kokkino ‘red’ moves to Spec,DP, and the definite article to procliticizes onto the adjective,

as illustrated in (84).34 The AP that contains the D then moves out of the nominal phrase.

33. Genitive clitics and definite articles are also morphologically identical.
34. As noted in footnote 32, Talić (2013) shows that there is a phonological reflex of LBE out of a PP in Serbo-
Croatian. An analogue of this in the case of LBE in Greek could be the heavy stress on the extracted element; the
element that is extracted receives heavy stress, which may be a phonological reflex of the movement in question.
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(84) a. DP

APi

kokkino
‘red’

D′

D
to

‘the’

NP

ti NP

forema
‘dress’

b. DP

Dk+APi

to kokkino
‘the read’

D′

tk NP

ti NP

forema
‘dress’

Although the movement in (84a) violates the anti-locality condition, the head of the DP phase,

which is *-marked, becomes a trace because of the cliticization onto the adjective. Thus, the anti-

locality violation is ameliorated by the rescue-by-PF-deletion mechanism. Recall also that LBE is

disallowed if the definite article stays in the base position, as shown in (85), repeated from (74).

(85) *[KOKKINO]i

red

idha

saw.1SG

[to

the

ti forema].

dress

‘I saw the red dress.’

This can be explained in a similar way as PP LBE in Serbo-Croatian in (81); when the definite

article stays in the base position, the *-marked D head is not deleted in PF, so that the anti-locality

violation is not voided. Thus, LBE in the presence of a definite article in Greek can be captured by

the cliticization analysis of the definite article, on a par with LBE out of a PP in Serbo-Croatian.35

It should be noted, though, that there is one difference between LBE out of a PP in Serbo-

Croatian and LBE with the definite article in Greek. In Serbo-Croatian, an intensifier adverb is

35. This proposal can be extended to some varieties of Bulgarian and Macedonian. Although Bošković (2005) ob-
serves that Bulgarian and Macedonian disallow adjective LBE (see also LaTerza 2014 for a survey of Macedonian),
Stanković (2019) and Stojković (2019) note that majority of their informants of Macedonian and Bulgarian actually
accept adjective LBE (if they are given an appropriate context), as seen in (i) and (ii). It should be added that (i) and
(ii) are different from cases like (iiia) observed by Bašić (2005), where the definite article is attached not to the fronted
adjective but to the head noun. Bošković (2007a) points out that (iiia) is unacceptable without extraction as shown in
(iiib), and concludes that (iiia) does not involve LBE.

(i) Macedonian
Crveni-tei
red-the

gi
them

kupi
bought

[ti čevli]?
shoes

cf. Gi kupi [crveni-te čevli]?
‘You bought the red shoes?’ (Stanković 2019:98)

233



extracted with the adjective that it modifies, as seen in (86). Bošković (2005, 2013b) and Talić

(2013) in fact propose that P procliticizes onto the full AP, which can capture the observation that

the adverb can move with the adjective it modifies.

(86) a. [U

in

izuzetno

extremely

veliku]i

big

on

he

uąe

entered

[ti sobu].

room

(Bošković 2005:30)‘He entered the extremely big room.’

b. *[U

in

veliku]i

big

on

he

uąe

entered

[ti izuzetno

extremely

sobu].

room

(Bošković 2005:33)‘He entered the extremely big room.’

On the other hand, as shown in (87), an intensifier adverb cannot be accompanied by the definite

article and the adjective in Greek, unlike in Serbo-Croatian (the sentence is also unacceptable if

exairetika ‘extremely’ receives contrastive stress).

(87) *[To

the

exairetika

extremely

KOKKINO]i

red

idha

saw.1SG

[ti forema].

dress

(Androutsopoulou 1998:1)‘It is the extremely RED dress that I saw.’

If the definite article cliticizes onto AP just like the prepositions in Serbo-Croatian, (87) would be

acceptable just like (86a). We can thus conclude that the definite article does not adjoin to the full

(ii) Bulgarian
Červeni-tei
red-the

kupi
bought

[ti obuvki]?
shoes

cf. Kupi [červeni-te obuvki]?
‘She bought the red shoes?’ (Stojković 2019:348)

(iii) a. Nova
new

ja
it

prodade
sold

kolata
car-the

(toj).
he

‘He sold the new car.’

b.*(Toj) (ja) prodade nova kolata. (Bošković 2007a:fn. 1)

Note that in (i) and (ii), the definite article is attached to the fronted adjective, just like in the Greek cases seen above.
This is not unexpected from the viewpoint of the current proposal on Greek; the definite articles in these varieties
of Macedonian and Bulgarian can be analyzed as being able to adjoin to A after movement of AP to Spec,DP, just
like those in Greek. This suggestion is not so surprising given that Macedonian and Bulgarian are clearly less of
DP-languages (e.g., they have productive compositional indeterminate pronouns; most importantly, they have affixal
definite articles).
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AP, but to the A head.36 This is a rather natural conclusion given that pronominal clitics, which are

identical to the definite articles in Greek, are standardly considered to cliticize onto a head (say,

V), not a phrase (VP), in the clausal spine. Note here that the definite article can only cliticize onto

A in the nominal domain. This can straightforwardly explain the ill-formedness of (88), where the

demonstrative and the definite article are extracted but the adjective stays in the nominal phrase;

the definite article cannot cliticize onto the demonstrative.37

36. It is worth mentioning that the word order in which the intensifier adverb precedes the definite article is not
possible (e.g., *exairetika to kokkino forema ‘lit. extremely the red car’). This can be captured by the current proposal
that the definite article can adjoin to A but not AP. When there is no adverb, the adjective has no internal structure, i.e.,
it is ambiguously A and AP (i.e., a head and a phrase) as a non-branching element (cf. Chomsky 1995b), so the definite
article can adjon to it. However, when an adverb is present, there is an internal structure in the AP, and adjunction to
the adjective would be adjunction within this internal structure, not adjunction to A.
37. Note that the demonstrative can undergo LBE when an LBE-ing adjective is present, as shown in (i). This can be
assimilated to multiple LBE in Serbo-Croatian, where the demonstrative and an adjective undergo LBE, as seen in (ii).

(i) [Afto]i
this

[to
the

KOKKINO]j
red

eferes
bought.2SG

[ti tj forema].
dress

(Androutsopoulou 1998:2)‘It is this RED dress that you bought.’

(ii) Onui
that

staruj
old

prodaje
sells

[ti tj kucú].
house

(Bošković 2016a:21)‘S/he is selling that old house.’

Bošković (2016a) proposes that in (ii), the demonstrative and the adjective move one by one. Bošković argues that
when there are multiple elements at the edge of a phase, only the highest edge is accessible to a higher domain.
However, when the highest edge moves out and leaves a trace, the next highest edge becomes accessible to the higher
domain. Thus, in (ii), the demonstrative onu ‘that’ first undergoes LBE to the left periphery, leaving a trace. The
adjective then undergoes LBE to a position lower than the demonstrative in the left periphery (“tucking-in” in the
sense of Richards 2001). If we assume that the demonstrative afto in Greek is base-generated at the edge of the DP
phase, Greek (i) can be analyzed in the same way, with any locality-related violations ameliorated through deletion
of the original copy of to, as discussed above. The assumption that the demonstrative is base-generated at the edge
of the DP phase (which is actually not necessary for (i) since any locality-related violation causes by demonstrative
movement would be ameliorated due to deletion of the original copy of to) is supported by the observation that the
demonstrative precedes the definite article in the base position, and it can undergo LBE if the definite article stays in
the base position, as seen in (iii).

(iii) a. Ida
I.saw

[afto
this

to
the

forema].
dress

‘I saw THIS dress (e.g., not that one).’

b. [Afto]i
this

ida
I.saw

[ti to
the

forema].
dress

(Mathieu and Sitaridou 2002)‘I saw THIS dress (e.g., not that one).’

At any rate, Greek (i) can be analyzed as involving multiple LBE, just like Serbo-Croatian (ii).
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(88) * [AFTO

this

to]i

the

eferes

bought.2SG

[ti kokkino

red

forema]

dress

‘It is this RED dress that you bought.’

It should be stressed here that locality amelioration by cliticization of the definite article is

only available when the definite article moves with the adjective. Otherwise, the definite article

in Greek always projects DP, which is a phase, as discussed above. Thus, adjunct extraction out

of a nominal phrase with a definite article is disallowed, because it would violate the PIC or the

anti-locality condition, as noted in section 5.5.1.38 A relevant example is repeated here as (89)

from (44).

(89) * [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the girls from which city?’

38. As shown in (i), repeated from (45), adjunct extraction out of an indefinite nominal phrase with an adjective is
possible, whereas extraction out of a definite nominal phrase with an adjective is impossible (see section 5.5.6 for the
case where the indefinite article is present).

(i) a. [Apo
from

pia
who

poli]i
city

ghnorise
met.3SG

[psila
tall

koritsia
girls

ti] o
the

Petros?
Petros

‘Petros met the tall girls from which city?’

b.*[Apo
from

pia
who

poli]i
city

ghnorise
met.3SG

[ta
the

psila
tall

koritsia
girls

ti] o
the

Petros?
Petros

‘Petros met the tall girls from which city?’

The contrast can be captured by the current proposal. In (ia), DP does not project because the definite article is
absent, and the adjective (AP) is adjoined to NP. Given Bošković’s (2016a) claim that only the highest edge can
undergo movement when there is more than one element in the phasal edge (see footnote 37), the PP adjunct should
be adjoined to NP above AP (this would not affect the semantic composition, because both the PP adjunct and the AP
are of type ⟨e,t⟩ so they are be composed with the head noun via Predicate Modification). The PP adjunct can then
move out of the nominal phrase without violating the PIC or the anti-locality condition. In contrast, in (ib), the definite
article projects DP above NP, to which the AP and the PP are adjoined, and this DP constitutes a phase. Extraction of
the PP adjunct would then violate the PIC or the anti-locality condition.
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5.5.6 Extraction out of a nominal phrase in the presence of the indefinite

article

As mentioned in section 5.5.1, in Greek, adjunct extraction out of a nominal phrase is possible

in the presence of the indefinite article. The relevant example is repeated here as (90). This is

contrasted with (91), repeated from (44), where adjunct extraction is disallowed in the presence of

the definite article.

(90) [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ena

a

koritsi

girl

ti] o

the

Petros?

Petros

‘Petros met a girl from which city?’

(91) *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the girls from which city?’

Given Bošković’s (2005) proposal adopted here, in which adjunct extraction is possibly only if the

nominal phrase is bare NP, we are led to analyze the nominal phrase ena koritsi ‘a girl’ in (90) as

bare NP.

A question that naturally arises here is the structural position of the indefinite article enas.

Recall that I have proposed in section 5.3 that the definite article can base-generated as adjoined to

N (and Poss), without projecting DP. Extending this to Greek, I propose that the indefinite article

in Greek can be base-generated as adjoined to N, without projecting its own functional projection.

Then, the nominal phrase ena koritsi ‘a girl’ is a bare NP that is not dominated by a functional

projection. Consequently, the adjunct apo pia poli ‘from which city’, which is adjoined to NP,

can be extracted out of the indefinite nominal phrase without violating the PIC or the anti-locality

condition, as schematized in (92).
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(92) NP

NP

N

D
ena

N
(koritsi)

Root

PP
apo pia poli

✓PIC
✓anti-locality

Spell-Out domain

Recall that, as discussed in section 5.4, Wang (2019) proposes that a numeral ‘one’ that is at

an intermediate stage of grammaticalization into an indefinite article is (or can be) adjoined to

another head via base-generation. Note here that ena can also be used as a numeral ‘one’ (i.e., the

indefinite article has developed from the numeral ‘one’). Interestingly, Markopoulou (2000) claims

that ena(s) is actually not an indefinite article (but an indefinite adjective; see below for discussion

of this possibility). In fact, as seen in section 5.5.4, Greek allows bare singulars, i.e., the ‘indefinite

article’ in Greek is not obligatory in contexts where a fully grammaticalized indefinite article such

as English a(n) is obligatory. Then, it is not implausible to hypothesize that ena(s) is not yet fully

grammaticalized as an indefinite article, which is compatible with the current proposal that ena(s)

in Greek can adjoin to N without projecting its own functional projection, given Wang’s theory

of grammaticalization of indefinite articles. See also section 5.6.1 and section 5.7 for related

discussion.

Recall also that LBE of an adjective is disallowed when ena stays in the base position but it is

allowed when the adjective is accompanied by ena, as shown in (93), repeated from (63).

(93) a. *AKRIVOi

expensive

aghorase

bought.3SG

[ena

a

ti aftokinito].

car

‘He bought an expensive car.’

b. [Ena

a

AKRIVO]i

expensive

aghorase

bought.3SG

[ti aftokinito].

car

‘He bought an expensive car.’

There are two possibilities to account for this contrast. One is that ena projects its own functional
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projection above NP in the presence of an adjective. LBE of the adjective in (93a), which is

adjoined to NP, would then violate the PIC or the anti-locality condition. In (93b), on the other

hand, ena can cliticize onto the adjective via movement, on a par with the definite article discussed

in the previous subsection. The locality violation would then be voided because the head of the

functional projection projected by ena becomes a trace (see section 5.5.5 for relevant discussion).

The other possibility is that ena can be base-generated as adjoined to AP (see also footnote 17

for the possibility of this option in Slovenian).39 The adjective that is left-dislocated would then

necessarily be accompanied by ena.

The second possibility, though, seems to be favored over the first one. As noted in section

5.5.1, adjunct extraction out of a nominal phrase is possible in the presence of an adjective and

ena, as shown in (94a), repeated from (45b). This is contrasted with (94b), where the extraction in

question is disallowed in the presence of the definite article.

(94) a. [Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ena

a

psilo

tall

koritsi

girl

ti] o

the

Petros?

Petros

‘Petros met a tall girl from which city?’

b. *[Apo

from

pia

who

poli]i

city

ghnorise

met.3SG

[ta

the

psila

tall

koritsia

girls

ti] o

the

Petros?

Petros

‘Petros met the tall girls from which city?’

The ill-formedness of (94b) can be captured by the current proposal that the definite article always

projects DP; extraction of the PP adjunct, which is adjoined to NP, would violate the PIC or the

anti-locality condition. If ena projects its own functional projection above NP in the presence of

an adjective just as the definite article projects DP above NP, adjunct extraction in (94a) would be

expected to be banned, contrary to the fact. On the other hand, if ena is adjoined to AP in (94a)

without projecting its own functional projection above NP, the PP adjunct that is adjoined to NP

39. Note that the indefinite article ena is a minimal and maximal projection at the same time under BPS, because it is
a non-branching element that does not project further. Thus, as a maximal projection, it can adjoin to another maximal
projection, i.e., AP.
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(above ena + AP) can be extracted without violating the PIC or the anti-locality condition. It is

worth adding here that LBE of an adjective with the indefinite article and an intensifier adverb

is possible, as shown in (95). This can be straightforwardly explained by the current proposal,

since ena can adjoin to the whole AP (note that this is contrasted with the definite article, which

cannot be left-dislocated with an intensifier adverb and hence is analyzed as being adjoined to A

(via movement), as discussed in section 5.5.5).

(95) [Ena

a

EXAIRETIKA

extremely

AKRIVO]i

expensive

aghorase

bought.3SG

[ti aftokinito].

car

‘He bought an extremely expensive car.’

Thus, it is not implausible that enas can be base-generated as adjoined to AP as well as N.

There is, though, yet another possibility that may actually be preferable to the analyses dis-

cussed above. Recall that Markopoulou (2000) claims that ena(s) is not an indefinite article but an

indefinite adjective. In Serbo-Croatian, the numeral ‘one’ is clearly an adjective, and it has been

treated this way in the literature. Interestingly, Serbo-Croatian exhibits the same extraction pattern

as Greek in the presence of the numeral ‘one’. In Serbo-Croatian, the numeral ‘one’ precedes the

adjective and the head noun, as shown in (96).

(96) Jedna

one

crvena

red

kola

car

LBE of an adjective is disallowed when ‘one’ stays in the base position as shown in (97a). How-

ever, it is allowed if jedna also undergoes fronting, as shown in (97b).

(97) a. *Crvenai

red

je

is

kupio

bought

[jedna

one

ti kola].

car

‘S/he bought one red car.’
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b. Jedna

one

crvena

red

je

is

kupio

bought

[t kola].

car

‘S/he bought one red car.’

In addition, an intensifier adverb can also be extracted with the adjective in such cases, as shown

in (98).

(98) Jedna

one

potpuno

fully

crvena

read

je

is

kupio

bought

[t kola].

car

‘S/he bought one fully red car.’

Turning now to adjuncts, adjunct extraction out of a nominal phrase is allowed in the presence of

‘one’, as seen in (99).

(99) [Iz

from

kojeg

which

grada]i

city

je

is

sreo

seen

[jednu

one

djevojku

girl

ti]?

Such extraction is also possible when an adjective is present, as in (100).

(100) [Iz

from

kojeg

which

grada]i

city

je

is

sreo

seen

[jednu

one

veliku

big

djevojku

girl

ti]?

What is important here is that Serbo-Croatian shows the same extraction pattern as Greek. This

can be taken as indicating that ena(s) in Greek is not an indefinite article but an indefinite adjective

(on a par with the corresponding element in SC), as in fact Markopoulou (2000) proposes.

Let us then consider how the SC paradigm discussed above can be accounted for. Given that

‘one’ in Serbo-Croatian is an adjective, it is plausible to assume that it is adjoined to NP, just

like other adjectives in this language (cf. Bošković 2006a).40 It should be noted here that the word

order of adjectives is not free, and it is semantically constrained (see, e.g., Scott 2002 for a semantic

40. Note that Serbo-Croatian ‘one’ can left-branch extract on its own, and the same appears to hold for one in Greek:

(i) Jenai
one

je
he

kupio
bought

[ti kola].
car

(Serbo-Croatian)

‘He bought one car’
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hierarchy of adjectives; see also Bošković 2009a for relevant discussion). The base word order in

the nominal phrase in question is (96). As shown in (101), the numeral ‘one’ in Serbo-Croatian

cannot follow an adjective.41

(101) *crvena

red

jedna

one

kola

car

Bošković (2016a) shows that Serbo-Croatian allows multiple LBE. I suggest that (97b) in fact

involves multiple LBE, where more than one NP-adjunct is left-dislocated. An example involving

multiple LBE in Serbo-Croatian was given in footnote 37, repeated here in (102).

(102) Onui

that

staruj

old

prodaje

sells

[ti tj kucú].

house

(Bošković 2016a:21)‘S/he is selling that old house.’

As discussed in footnote 37, Bošković (2016a) proposes that the demonstrative onu ‘that’ and the

adjective staru ‘old’ move one by one. Bošković argues that when there are multiple elements at

the edge of a phase, only the highest edge is accessible to a higher domain. However, when the

highest edge moves out and leaves a trace, the next highest edge becomes accessible to the higher

domain. Thus, in (102), the demonstrative onu ‘that’ first undergoes LBE to the left periphery,

leaving a trace. The adjective can then undergo LBE, because it is the next highest edge after the

movement of the demonstrative (it moves to a position lower than the demonstrative in the left

periphery in the “tucking-in” manner in the sense of Richards 2001). Notice now that (97b), which

is repeated here as (103), can be analyzed in the same way as (102).

(ii)?Enai
one

aghorase
bought

[ti aftokinito].
car

(Greek)

‘He bought one car.’

41. Intuitively, cardinality should take scope over a noun and an adjective; when combining ‘red’ and ‘one car’ via
Predicate Modification, which yields an intersection of two sets, the composed meaning would be something like
‘car that is red and one’, which is not the interpretation we would normally get from ‘one red car’. I leave technical
implementation of this for future study.
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(103) [Jedna]i

one

[crvena]j

red

je

is

kupio

bought

[ti tj kola].

car

‘S/he bought one red car.’

The numeral ‘one’, which is an NP-adjunct, first undergoes LBE to the left periphery, leaving a

trace. Then the adjective, which is the next highest edge of the NP phase, undergoes LBE, landing

in the position lower than ‘one’, just like the modifiers in (102). The same holds for potpuno

crvena ‘completely read’ in (98). In contrast, in (97a), repeated here as (104), the adjective cannot

be extracted across ‘one’, because the adjective is the lower edge and hence it is not accessible to

a higher domain.

(104) *Crvenai

red

je

is

kupio

bought

[jedna

one

ti kola].

car

‘S/he bought one red car.’

Thus, the contrast between (97a) and (97b) can be captured by Bošković’s (2016a) analysis of

multiple LBE.

The treatment of the adjectival numeral ‘one’ as adjoined to NP can also capture adjunct ex-

traction in the presence of ‘one’. A relevant example is repeated here as (105).

(105) [Iz

from

kojeg

which

grada]i

city

je

is

sreo

seen

[jednu

one

djevojku

girl

ti]?

Here I assume that the PP adjunct has the option of adjoining to NP above ‘one’. The PP adjunct

can then move out of the nominal phrase, without causing any locality problems.

Recall now that Greek shows the same extraction pattern as Serbo-Croatian in the presence of

the numeral ‘one’; (i) an adjective can be extracted when ‘one’ is also extracted, but not with ‘one’

staying in the base position,42 (ii) an intensifier adverb can also be extracted with the adjective

in the relevant cases, and (iii) an adjunct PP can be extracted in the presence of ‘one’. Given

42. Note also that the adjective-‘one’-noun order is disallowed in Greek, just as in Serbo-Croatian (e.g., *kokkino ena
aftokinito ‘lit. red a/one car’).
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the parallelism, the above analysis of these extractions in Serbo-Croatian can be straightforwardly

extended to Greek. This is also consistent with Markopoulou’s (2000) proposal that ena(s) in Greek

is not an indefinite article but an indefinite adjective (recall that the numeral ‘one’ in Serbo-Croatian

is an adjective). It should, however, be noted that the above does not preclude the possibility that

that there could still be an option for the numeral ‘one’ in Greek to be an indefinite article in some

cases, but this would not affect the extraction paradigm discussed above.

At any rate, I leave for future research the tease apart the options regarding ‘one’ in Greek

suggested above.

To summarize this section, I have shown that Greek behaves like an NP-language when a def-

inite article is absent, while it behaves like a DP-language when a definite article is present, with

respect to adjunct extraction, Left-Branch Extraction, compositional indeterminate pronouns, and

null objects with sloppy readings. I have then proposed that Greek allows bare NP that is not dom-

inated by DP in the absence of the definite article. On the other hand, the definite article in Greek

always projects DP. In addition, I have proposed that definite articles in Greek are clitics that can

adjoin to another head in the nominal domain via movement, which accounts for the observation

that LBE out of a definite nominal phrase is possible (only) if the adjective is accompanied by the

definite article. I have argued that this is essentially similar to LBE out of a PP in Serbo-Croatian,

where the preposition procliticizes onto the adjective and they move together as a constituent. Fi-

nally, I have discussed two possible analyses of extraction patterns in the presence of the “indefinite

article” ena(s). One is that ena(s) can be base-generated as adjoined to N and AP, hence does not

project its own functional projection, which captures the observation that Greek behaves like an

NP-language in the presence of the indefinite article. Given Markopoulou’s (2000) proposal that

ena(s) is not a (fully grammaticalized) indefinite article, this analysis of ena(s) can be taken as ad-

ditional support for Wang’s (2019) proposal that an indefinite article that is at an intermediate stage

of grammaticalization is (or can be) base-generated as adjoined to another head. The other possi-

bility I suggested is that ena(s) is an indefinite adjective that is adjoined to NP (cf. Markopoulou

2000), on a par with the numeral ‘one’ in Serbo-Croatian, which is fully an adjective. This anal-
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ysis was supported by the observation that Greek and Serbo-Croatian show the same extraction

pattern in the presence of ‘one’. At any rate, under both analyses, ‘one’ in Greek does not project

a separate functional projection. In the bigger picture, Greek behaves differently from other DP-

languages in the NP/DP-language scale such as English, Italian, and Hungarian. This means that

Greek is yet another type of a non-canonical DP-language in the scale of the NP/DP-languages

distinction argued for here.

Before proceeding, I would like to address an issue regarding the availability of bare NP. Specif-

ically, a question arises as to why English does not allow bare NPs unlike Greek, given that the

definite article always projects DP in both languages. Although a full investigation of this issue

is left for future research, I would like to note two potential factors that may be relevant for this

difference between English and Greek. One is that Greek allows multiple occurrences of a definite

article in one nominal phrase (the so-called polydefinite construction), unlike English. Bošković

(2012) notes that this casts doubt on the article status of the definite article in Greek, under the

definition of definite articles in which a definite article occurs only once in one nominal phrase.43

In the current context, we can reinterpret this in the way that the presence of a “non-canonical”

definite article may in principle allow bare NP in Greek (including outside of definite contexts).

The other possibility concerns the obligatory/non-obligatory presence of the indefinite article.

As seen above, Greek allows bare singulars, i.e., the indefinite article need not be used with indef-

inite singular count nouns. This contrasts with English, where bare singulars are never allowed,

i.e., the indefinite article is obligatory for indefinite singular count nouns. As will be discussed

in section 5.6, although Bošković (2008b, 2012) does not consider indefinite articles to be rele-

43. The polydefinite construction may be assimilated to the long-form endings of adjectives in Serbo-Croatian, which
can occur in more than one place in the nominal domain since they can accompany each adjective, and encodes
definiteness/specificity (see, e.g., Zlatić 1997, Progovac 1998, Leko 1999, Despić 2011). Then, the “definite article”
in Greek may be ambiguous between an adjective marker and a definite article (cf. Mathieu and Sitaridou 2002,
who propose that the multiple occurrences of the “definite article” in the polydefinite construction are agreement
markers). This would straightforwardly account for the left-branch extraction facts with the definite article since the
definite article would actually be part of the AP in the relevant cases (the relevant morpheme in Serbo-Croatian in
fact undergoes LBE together with the adjective). It is also worth adding here that the multiple occurrences of the
“indefinite article” are not allowed in Greek (Markopoulou 2000). This makes sense given the arguments above that
the “indefinite article” in Greek is a head that adjoins to N and AP via base-generation, or an adjective that adjoins to
AP; namely, it is not an agreement marker but is a lexical item that adjoins to a nominal element.
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vant for his NP/DP-language distinction, it may not be implausible that obligatory/non-obligatory

presence of indefinite articles, which are more or less standardly assumed to project their own

functional projection (if not identical to D), correlates with obligatory/non-obligatory projection

of DP in indefinite nominal phrases. See also section 5.7 for related discussion from the perspective

of Egyptian Arabic. At any rate, the definite and indefinite articles in Greek have different mor-

phological status and distribution from those in English, which may be relevant for the difference

between these two languages regarding the possibility of bare NP in indefinite nominal phrases.

Regarding the different status of the indefinite article in Greek and English, it may actually

not be implausible to hypothesize that if what has been traditionally considered to be an indefinite

article never projects a phrase in a language (which is the case in Greek), the language allows

indefinite nominal phrases without DP in general. The intuition behind this is that the option of

not projecting DP above indefinite nominal phrase is “hinted at” by an indefinite article (in the

traditional sense), which is then generalized to other indefinite nominal phrases in the absence of

the indefinite article. In this respect, in section 5.6, I will discuss a generalization of a parameter

value, i.e., projection of DP above NP in the current context, to all nominal phrases, where the

morpho-syntactic nature of definite articles may be relevant. From this perspective, the nature

of an indefinite article, more precisely, its not projecting DP above NP, may be a clue for not

projecting DP in indefinite nominal phrases in general.

5.6 The emergentist view of parameters, the NP/DP-language

scale, and acquisition of definite articles

In this section, I show that the NP/DP-language scale proposed in this work is compatible with the

so-called emergentist view of parameters, which conforms to the three-factor design of language

proposed by Chomsky (2005). The gist of the argument here is that the “intermediate” behavior

of Italian, Greek, and Hungarian in the NP/DP-language scale is expected from a perspective of

interactions between the language input and third factor principles that minimize computation
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and maximize the effect of language acquisition. I also discuss some observations on acquisition

of definite articles in Italian, considering economy of structure building from a viewpoint of the

emergentist view of parameters.

5.6.1 The emergentist view of parameters and the NP/DP-language scale

In minimalism, it is hypothesized that the faculty of language is a computational system that is

optimized to the interfaces in accordance with language-external general principles, as a part of

the biological system. Chomsky (2005) specifically proposes the three-factor design of language,

as summarized in (106).

(106) a. Factor 1: The innate endowment, i.e., Universal Grammar

b. Factor 2: Experience, i.e., the primary linguistic data (PLD)

c. Factor 3: Non-domain-specific cognitive optimization principles

Factor 1 is minimal UG, arguably just Merge (Chomsky 2005; see also chapter 4 for deduction

of Agree from Minimal Search, a third-factor principle). Given this, there is little or no room for

parameters to be encoded in UG, at least in a way that a wide range of linguistic variations can

be fully accounted for (see also Boeckx 2011 for a discussion of invariant UG). This is contrasted

with the GB theory, in which UG is “rich” in the sense that it consists of a number of principles

that are equipped with parameters (i.e., “parameterized UG”).

A natural question that arises under this conception of language in minimalism is how to for-

mulate parameters. One view proposed by Chomsky (1995b), who takes the insight of Borer

(1984) and Fukui (1986, 1988), is that parameters are reduced to specifications of formal features

in the lexicon. This is referred to as the Borer-Chomsky Conjecture (BCC) by Baker (2008a,b) and

formulated as (107).

(107) The Borer-Chomsky Conjecture (BCC) (Baker 2008b:156)

All parameters of variation are attributable to differences in the features of particular items

(e.g., the functional heads) in the lexicon.
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Note that this falls under Factor 2 of the three-factor design; feature specifications of lexical items

are acquired based on the PLD.

Against these backgrounds, Biberauer (2019), Biberauer and Roberts (2017), Roberts and

Holmberg (2010), Roberts (2012, 2019) among others propose what they call an emergentist view

of parameters. Under this view of parameters, UG is underspecified with respect to parametric

variation, since UG only consists of the minimal computational system, i.e., Merge. What has

been called parameters in the generative literature “emerges” by interactions between the PLD

(Factor 2) and Factor 3 in the course of language acquisition. A learner acquires feature specifica-

tions from the PLD as a point of parameterization as stated in the BCC, and the acquisition process

is facilitated by third factor principles that minimize the effort of acquisition and maximize the

effect of acquisition (Biberauer 2019 calls this the “Maximize Minimal Means” model). Thus, the

apparent cross-linguistic variation is not prespecified in UG (as in the GB theory), but is a result

of acquisition of different formal features, which is conditioned and made efficient by third factor

principles.

As for efficiency of language acquisition, the emergentist view adopts two third-factor prin-

ciples: Feature Economy (Roberts and Roussou 2003) and Input Generalization (Roberts 2007).

Feature Economy (FE) is an acquisition bias that minimizes computation by requiring learners to

specify features only when there is evidence for them in the PLD. To put it differently, FE instructs

a learner to postulate as few formal features as possible based on the PLD (Roberts 2019:93).

Roberts’s (2019) version of its formulation is given in (108).44

(108) Feature Economy

Given a pair of adequate structural representations R, R′ for a substring of input text of the

PLD S, choose R iff R has n distinct FFs [= Formal Features] and R′ has m > n distinct

FFs.

For instance, Italian shows full specification of ϕ-features on T, whereas Japanese shows no ϕ-

44. This is essentially similar to Economy of Representation in early minimalism; see Bošković (1997c), Speas
(1994), and references therein.
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feature agreement on T. FE requires a learner to only postulate features that are present in the

PLD; thus, based on the PLD and FE, a learner acquiring Italian can postulate ϕ-features on T,

whereas a learner acquiring Japanese does not postulate ϕ-features in the feature bundle of T. In

addition, it is also possible that a functional category, which is merely a bundle of features under

BPS, can be absent in a language. If there is no evidence for a particular feature combination in the

PLD that would constitute a functional category, a learner simply does not acquire it, because of

FE. Thus, the cross-linguistic variation in feature specifications, which is the locus of parameters

under the BCC, “emerges” based on the PLD, and functional projections can also be considered to

emerge in the course of language acquisition, the lack of them being the default option of UG.45

Note now that FE can naturally capture the distinction of canonical DP languages and canonical

NP languages, i.e., the two-way cut of the NP/DP-language distinction originally proposed by

Bošković (2008b, 2012). Recall that Bošković proposes that languages with definite articles have

DP in the nominal phrase, while languages without definite articles lack DP. Definite articles in

the PLD can then be considered as a trigger for a learner to postulate the D-feature, i.e., the D

head, which is in fact what Bošković (2021a) argues for.46 Thus, if the PLD contains a definite

article, the learner can postulate the D-feature and hence DP, which gives rise to a canonical DP-

language (but see below for an additional factor). On the other hand, if the PLD does not contain

a definite article, the learner does not postulate the D-feature as per FE, as a result of which the

learner acquires a canonical NP language where DP does not project. Thus, we can conclude that

the NP-language grammar, where DP does not project, is the default option of UG.

This conclusion is in fact supported by observations in first language acquisition. Specifically,

Guasti et al. (2008), Koulidobrova (in press), Matthewson et al. (2001), and Radford (1990) observe

that children acquiring a language with definite articles such as English seem to first acquire a

grammar in which DP does not project (i.e., NP-language), and then a grammar in which DP

45. Progovac (2010) and Progovac and Locke (2009) propose that intransitive predicates antedated transitive predi-
cates in proto-syntax, which can be translated in the current context such that intransitive structure is the default option
of UG. This makes sense given the standard assumption in the current syntactic theory that transitive predicates re-
quire an additional functional layer (e.g., v in the case of the verbal domain), and hence are structurally “richer” than
intransitive predicates.
46. Here I put aside other possible features in the feature bundle of D such as ϕ and Case for expository purposes.
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projects (i.e., DP-language). For instance, Koulidobrova (in press) observes that once children

learning English acquire the definite article, they stop making mistakes in the use of other D-related

items such as demonstratives, although they show different frequency in the input. Interestingly,

the definite article appears much more frequently in the input than other D-related items (in fact,

the definite article is the most frequent word in English). Bošković (2021a) interprets this as

indicating that the definite article is a trigger for acquisition of D(P), which in turn means that the

non-D-projecting grammar is the default stage of language acquisition (see also Radford 1990).

This is compatible with the emergentist view of the NP/DP-language distinction discussed above,

in which bare NP is the default option of UG.47

Related to this is the issue of the position of AP relative to NP. As mentioned in section 5.3,

Bošković (2005) proposes that the structure in which AP projects above and dominates NP is the

default option of UG, and the option of AP being adjoined to NP is only available in languages

without definite articles, since AP cannot be an argument of ordinary verbs and hence NP must

project in the absence of DP in the relevant languages. From the perspective of the emergentist

view, however, the default option should rather be the one in which AP is adjoined to NP, since bare

NP that is not dominated by a functional projection is the default option of UG. This consideration

leaves room for some languages with definite articles to have a structure in which AP is adjoined

to NP, which I in fact argued is borne out regarding LBE in Greek in section 5.5.2.

Another potentially related domain is second language acquisition. Interestingly, Trenkic

(2004) observes that L2 learners of English who are native speakers of Serbo-Croatian omit the

definite article in English more frequently in the presence of an adjective than in the absence of

an adjective in contexts where it is required. Trenkic interprets this as indicating that the definite

47. Historical changes in the nominal phrase may be relevant as well. Older Indo-European languages used to lack
definite articles and showed properties of NP-languages, and many of the modern Indo-European languages have
acquired definite articles and become DP-languages (the extent of DP-language-hood varies across languages, as
discussed in this chapter); see, e.g., Bošković (2008b, 2012) and chapter 3 of this dissertation. Colloquial Finnish,
which has developed a definite article (Laury 1997), has lost adjective LBE (Franks 2007), which Bošković (2012)
takes as an instance of the development of DP. There thus seems to be a general tendency of historical change from NP-
language to DP-language, which can be captured by the idea argued for here that the grammar of NP-language is the
default option of UG and functional projections are acquired later. (In fact, it seems that this change is uni-directional;
but see also section 5.7 for a different perspective of grammaticalization of definite articles.)
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article and an adjective might compete for the same position, but there is another possible interpre-

tation of this observation from the current perspective; since their L1 grammar (i.e., the grammar

of Serbo-Croatian) has bare NP structure, the default option of merger of adjectives is adjunction

to NP, not projection of AP. When an adjective is used in a nominal phrase in their L2 English, this

default option is preferred as a default option of UG, hence the definite article, i.e., DP, is more

frequently omitted.

The NP-language grammar being the default option of UG may receive further support from

code-switching. Petroj (2020) examines code-switching of Romanian, which has affixal definite

articles and hence is a DP-language (to some degree), and Serbian, which lacks definite articles and

hence is an NP-language, in the context of the NP/DP-languages distinction (here I am simplifying

the discussion of Romanian following Petroj 2020). As an illustration, she shows that Serbian verbs

can select both Romanian and Serbian nominal phrases as their complement, whereas Romanian

verbs can select Romanian nominal phrases but not Serbian nominal phrases. In (109), examen-ul

‘the exam’ is a Romanian nominal phrase, which is a DP, ispit ‘exam’ is a Serbian noun (hence a

fully Serbian object), which is an NP, and ispit-ul ‘the exam’ is a combination of the Serbian noun

and the Romanian definite article, which is a DP. As seen in (109a), the Romanian verb trecut

‘passed’ can select examen-ul and ispit-ul, which are both DPs, but cannot select ispit, which is an

NP. In contrast, the Serbian verb položila ‘passed’ can select all three nominal phrases. Petroj thus

establishes the generalization in (110).

(109) a. Am

have.1SG.AUX

trecut

passed

{examen-ul

exam-the

/ ispit-ul

exam-the

/ *ispit}

exam

(Bold: Romanian, Italic: Serbian)‘I passed the exam / the exam / exam.’

b. Am

have.1SG.AUX

položila

passed

{examen-ul

exam-the

/ ispit-ul

exam-the

/ ispit}

exam

‘I passed the exam / the exam / exam.’ (Bold: Romanian, Italic: Serbian)

(Petroj 2020:75)
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(110) Romanian verbs must take a DP complement, while Serbian verbs can take either a DP or

an NP complement. (Petroj 2020:75)

Petroj suggests that the generalization in (110) can be explained if we assume that bare NP is the

default option of the parameter setting in the nominal domain. Just as children modify the bare NP

structure and acquire the DP layer in the course of acquisition of a DP-language, a bilingual speaker

can modify the bare NP structure and add the DP layer in code-switching. Then, a Serbian verb,

which by default selects an NP complement, can also select a Romanian DP by adding the DP layer

in code-switching. In contrast, parameter setting from a non-default to the default by eliminating

structure is difficult (see also footnote 47 on the tendency of historical change from NP-language

to DP-language). Then, a Romanian verb, which by default selects a DP complement, cannot take

an NP complement by removing the DP layer in code-switching. Thus, the Romanian-Serbian

code-switching cases that Petroj examines can be additional supportive evidence for the argument

that the NP-language grammar is the default option (see Petroj 2020 for more data that point to the

same conclusion).

Let us now turn to the other third-factor principle of the emergentist view of parameters, In-

put Generalization (IG) requires that a learner generalizes a value of a parameter to other related

parameters, as formulated in (111).48

(111) Input Generalization (Roberts 2019:93)

If a functional head Hi of class C is assigned FFi, assign FFi to all functional heads

{H1. . . Hn} in C.

IG makes it possible for a learner to determine the value of a number of parameters without receiv-

ing all relevant input, which essentially explains the poverty of the stimulus of language acquisi-

tion. In other words, IG minimizes computation of parameter setting under the BCC by making

48. Interestingly, Boeckx (2011) proposes a similar Factor-3 learning principle on independent grounds, which he
calls Superset Bias.

(i) Superset Bias (Boeckx 2011:217)
Strive for parametric-value consistency among similar parameters.

252



maximal use of input. For instance, rigid head-finality and head-initiality can be captured by IG;

once a learner acquires head-finality or initiality in one domain, it is generalized to all other do-

mains.

It should be added here that IG is merely a learning bias, and can be overridden by the PLD.

For instance, a learner will first determine that the language s/he is acquiring is rigid head-initial,

given the first relevant PLD and IG, but when s/he receives input that contains a head-final order

in some domain, s/he will “cancel” the generalization and modify the parameter value for the

relevant head, which yields a mixed word order language (see, e.g., Biberauer and Sheehan 2013

and Biberauer et al. 2014 for related discussion). More generally, Biberauer (2019), Biberauer

and Roberts (2017) and Roberts (2019) argue that interaction of FE, the PLD, and IG predicts a

NO > ALL > SOME path in parameter setting as well as typological classification. The default is

absence of a property P (attributed to a formal feature F), i.e., the NO stage, because FE prevents

unnecessary features from being postulated. Once a relevant input is available in the PLD, IG

generalizes P to all relevant domains, giving rise to the ALL system. Some of the generalized Ps

are canceled due to additional PLD that denies existence of P in some domains, which amounts to

the SOME stage.49 Below I argue that the scale of NP/DP-language distinction is essentially an

instance of the NO-ALL-SOME distinction, with some qualifications added.

Let us start with canonical NP/DP-languages. Recall that given the BCC and FE, presence/absence

of formal features is one instance of parametric variation, which yields canonical DP and NP lan-

guages in the NP/DP-language distinction. The trigger for this two-way cut of NP/DP-language

distinction is presence/absence of a definite article as a D head, which is a bundle of features under

BPS, in the PLD. Note here that in the case of languages with definite articles, a learner acquires

a definite article as an instance of D, but presence of D in other nominal phrases (e.g., indefinite

nominal phrases) is not necessarily ensured; namely, the learner does not know if DP projects

above NP in the absence of definite articles. But in canonical DP-languages such as English, DP

49. As Biberauer and Roberts (2017) point out, this way of parameter setting only makes reference to positive evi-
dence, i.e., presence of a cue in the PLD. In other words, given the usual assumption that learners do not make use of
negative evidence in language acquisition, a learner does not change a parameter value based on absence of a cue in
the PLD.
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always projects above NP whether a definite article is present or not. My suggestion here is that

IG generalizes presence of D to other nominal phrases. Application of IG in this way is reasonable

given that all Ns are in one class C (i.e., being N). Thus, we can consider canonical DP-languages

to emerge as a result of the PLD and IG under the BCC.

I would like to add here that IG can also be construed in such a way that the presence/absence

of a functional projection in one domain is generalized to other domains, as long as those domains

share a feature based on which IG applies. This is actually quite similar to Talić’s (2015, 2017)

Structural Parallelism discussed in chapter 2, whose formulation is given in (112).

(112) Structural Parallelism (Talić 2015, 2017)

a. If a language allows bare lexical structure without a functional layer in the domain of

one lexical category, it may allow bare lexical structure in the domain of other lexical

categories (e.g., a language can have both bare NP and bare AP).

b. If a language never allows bare lexical structure, that is, it always requires a functional

layer in the domain of one lexical category, it must have a functional layer in the

domain of all lexical categories (e.g., such a language will never have bare NP or bare

AP).

As I suggested in chapter 2 and chapter 4, lexical categories can be assumed to have a categorial

feature, whose value is specified such as [+N,-V] (i.e., N), as Chomsky (1970) originally proposed.

To be more precise, traditional lexical categories are decomposed into Root and a categorizer (Halle

and Marantz 1993b, Marantz 1997, Embick 2000, Embick and Marantz 2008 among others); Root

has an unvalued categorial feature Cat[_] which is valued by a categorizer such as v, n in narrow

syntax (in chapter 2, I proposed to extend this to the Conj head, whose categorial feature is valued

by the conjuncts). Under this implementation of categorial distinction, the categorial feature is a

formal feature, since its value is determined in narrow syntax just like ϕ, Case, and so on. Thus,

Structural Parallelism, which generalizes a parameter value, i.e., presence/absence of a functional

projection, in one domain to another domain, can be considered to be calculated based on the
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categorial feature, which is now understood as a formal feature. It should also be noted that (112a)

does not necessarily force another domain to have a functional domain. This is so because the PLD

can override this learning bias, just as IG can be canceled by the PLD as mentioned above. Thus,

we can conclude that Structural Parallelism can be subsumed under IG.

As mentioned above, generalizing the presence of a functional projection, which is now un-

derstood as a parameter value under the BCC and FE, can be canceled upon relevant input in the

PLD; a set of “mixed” parameter values can emerge this way. I submit that non-canonical DP

languages such as Italian, Greek, and Hungarian discussed in this chapter emerge as a result of

the PLD and IG, when the latter is partly overridden by the former. Since those languages have

definite articles, there is good reason for a learner to acquire DP given that the definite article is

a trigger of projection of DP, as proposed by Koulidobrova (in press). In the case of Italian, the

definite articles can adjoin to N and Poss (in the absence of an adjective), and this is “hinted at”

by the morpho-syntactic nature of the definite articles; they can cliticize onto (i.e., adjoin to) a

verbal head. Thus, the learner of Italian knows that the definite article need not project DP. On

the other hand, there is no need for the learner to cancel the presence of DP in indefinite nominal

phrases, since there is no cue for this in the PLD (but see below for a potentially relevant factor).

Thus, the interaction of the PLD and IG allows a learner of Italian to have the less-DP-language

grammar, in which DP is present in the absence of the definite articles and is absent in the presence

of them. (But see section 5.6.2 for another possible path of the emergence of the non-canonical

DP-language grammar of Italian.)

Greek is even less of a DP-language in the scale of the NP/DP-language distinction. I proposed

in section 5.5 that Greek allows bare NP in the absence of the definite article. Greek then seems

to resort to the default option of UG in the absence of the definite article, namely, not projecting

DP. But here one might wonder why IG does not generalize projection of DP by a definite article

to other nominal phrases where the definite article is absent, given that presence of a definite

article in the PLD is a trigger for acquisition of DP. One possibility worth considering is the nature

of the indefinite article enas in Greek. As noted in section 5.5.4, Greek allows bare singular
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NPs, which means that the indefinite article is not obligatory, which is contrasted with English

and Italian, where the indefinite article is obligatory. Although Bošković (2008b, 2012) does not

consider indefinite articles as relevant for his NP/DP-language distinction, it is usually assumed

that indefinite articles are a head of some functional projection in the nominal domain, if not

identical to D. Recall also that under Bošković’s definition, obligatory presence in nominal phrases

with definite interpretation is one of the criteria for definite articles, which are a trigger of presence

of DP in a language. It may, then, not be implausible that obligatory presence of an indefinite

article would also be relevant for projection of DP in indefinite nominal phrases. (It should be

added here that the presence of a definite article in a language is still a prerequisite for projection

of DP in general. If a language has an indefinite article but lacks a definite article, DP would

not project in the language; see Bošković 2009b, who in fact shows that Slovenian, which has an

indefinite article but lacks a definite article, exhibits properties of an NP-language). Interestingly,

as noted in section 5.5.6, Markopoulou (2000) even claims on synchronic and diachronic grounds

that enas is actually not an indefinite article (but an indefinite pronominal adjective; see section

5.5.6 for relevant discussion). If presence of an indefinite article is (at least one) requirement for

projection of DP in indefinite nominal phrases, the lack of an indefinite article can be considered to

be responsible for the absence of DP in indefinite nominal phrases in Greek.50 I will also discuss

this point in section 5.7.

Hungarian, another less-of-a-DP-language that was discussed above, is interesting in this con-

text. In section 5.4, I proposed that the definite article in Hungarian can adjoin to Poss without

projecting DP. In addition, I took the presence of productive compositional indeterminate pro-

nouns in Hungarian as indicating that Hungarian can omit the DP layer. This means that IG does

50. In footnote 35, I noted that Stojković (2019) and Stanković (2019) report that there are some speakers who accept
adjective LBE in Bulgarian and Macedonian. I suggested there that the definite articles in the grammar of those speak-
ers may be able to adjoin to A just like those in Greek, which means that these varieties of Bulgarian and Macedonian
can be analyzed as even less of DP-languages than the varieties reported by Bošković (2005) and LaTerza (2014)
among others. Interestingly, Geist (2013) claims that Bulgarian edin, which has been treated as an indefinite article,
is actually not fully grammaticalized as an indefinite article yet, a claim similar to the one about Greek enas made by
Markopoulou (2000). These similarities can then be taken as supportive evidence that the lack of a fully grammati-
calized indefinite article is relevant for absence of DP in indefinite nominal phrases (here “full grammaticalization of
an indefinite article” may also be understood as the indefinite article projecting its own projection instead of being
head-adjoined to a nominal head; see Wang 2019 and related discussion in section 5.4).
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not generalize presence of DP to all instances of nominal phrases in Hungarian despite the presence

of the definite article in this language. Here again, a potentially relevant factor can be the indef-

inite article. Although the traditional Hungarian grammar has treated egy as an indefinite article,

MacWhinney and Bates (1978:544) note that “Hungarian uses the numeral “one” as an indefinite

article when the speaker is drawing attention to non-plurality or non-genericness. In other cases,

the Hungarian noun appears without an article.” Some examples of bare singular in Hungarian

are given in (113). Given the discussion above, this can be interpreted as indicating that egy may

actually not be an indefinite article, which in turn may indicate the lack of DP in indefinite nominal

phrases.

(113) a. Péter

Péter

jó

good

tanuló.

student

(Alberti and Laczkó 2018:1002)‘Peter is a good student.’

b. Péter

Péter

levelet

letter.ACC

ír.

write.3SG

(Alberti and Laczkó 2018:1002)‘Peter writes a letter.’

c. Mari

Mary

szép

beautiful

levelet

letter.ACC

írt.

write.PAST

(Kiefer 1990:152)‘Mary wrote a beautiful letter.’

Yet another possibility for a cue for lack of DP in Hungarian is noun-incorporation. As mentioned

in section 5.4, Kiefer (1990), Farkas and de Swart (2003), among others, analyze non-modified

bare singular such as (113b) as an instance of noun-incorporation. Baker (1988) proposes that

noun-incorporation is an instance of head-movement of non-branching N, which would then be

impossible if DP projects above NP because movement of N to V would be blocked by D due to

the Head Movement Constraint (Travis 1984, Rizzi 1990). Given this, the availability of noun-

incorporation in Hungarian may well be a cue for a learner of Hungarian not to generalize projec-

tion of DP triggered by the presence of the definite article to indefinite nominal phrases.
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To summarize so far, I have argued that the fine-grained scale of NP/DP-language distinction

advocated in this chapter nicely fits the emergentist view of parameters, under which parameters

are not prespecified in UG but emerge from interactions of the PLD and two third-factor principles,

FE and IG. Given FE, which requires a learner to postulate as few formal features as possible based

on the PLD, the grammar of a canonical NP-language, in which DP does not project above NP,

should be the default option of UG, since D is a bundle of formal features that need to be acquired

upon the PLD and hence a point of parameterization under the BCC. The presence of a definite

article in the PLD is a trigger for the learner to acquire DP, and it can be generalized by IG to

other nominal phrases, which yields canonical DP-languages. IG can, however, be overridden

by the PLD, and some lexical items that have peculiar properties need not follow the generalized

parameter. Definite articles in Italian and Hungarian have been proposed to be such lexical items.

Cancellation of projection of DP in some nominal phrases due to those elements, as well as other

potential factors such as optionality of indefinite articles and noun-incorporation, yield less-DP-

languages, in which DP may be absent in some cases.

5.6.2 Acquisition of definite articles and economy of structure building

The nature of definite articles also seems to be relevant to language acquisition. Brown (1973) and

Warden (1976) observe that the definite article in English is acquired no earlier than age 4, where

“acquired” means that it is used in appropriate definite contexts with more than 80% of accuracy.

Interestingly, Guasti et al. (2008) observe that the definite articles in Italian (and Catalan) are

acquired (i.e., more than 80% accuracy) at age 2;5.4, which is much earlier than acquisition of the

definite article in English. The contrast between English and Italian is surprising, given that the

syntax of the definite article in English is quite simple, i.e., it always projects DP, whereas those

in Italian are syntactically more complicated (i.e., they either project DP or are base-generated

adjoined to another head), hence the English definite article seems to be “easier” from the syntactic

viewpoint. It is also worth adding here that the definite article is the most frequent word in English,

hence it should be the most frequent input for learners of English. A natural question is, then, why
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the definite articles in Italian are apparently “easier” than that in English from a viewpoint of

language acquisition.

I suggest that this difference can be attributed to the syntactic properties of the definite arti-

cles in question and economy of structure building in language acquisition. Under the emergentist

view of parameters, bare NP is the default option compared with projection of DP above NP. This

is deduced from FE, which postulates as few formal features as possible, and D being a bundle

of formal features. I would like to suggest that this economy principle can be generalized beyond

formal features. Specifically, if postulating as few elements as possible is a general economy prin-

ciple, it is not implausible to hypothesize that it is also economical to postulate as few functional

projections as possible. In other words, bare lexical structures are most economical and hence

desirable state of the grammar, and functional projections can emerge only if there is good reason

to postulate them given the PLD. Thus, I propose Structure Economy (SE) as (114), based on the

formulation of FE in (108).51

(114) Structural Economy

Given a pair of adequate structural representations R, R′ for a substring of input text of the

PLD S, choose R iff R has n distinct projections and R′ has m > n distinct projections.

Recall now that I have proposed that the definite articles in Italian need not project DP, in contrast

with the definite article in English, which always projects DP. In other words, the definite articles

in Italian can maintain the “default” bare NP structure regardless of their presence in the structure.

Thus, they can be acquired with SE observed, hence acquired early. On the other hand, the definite

article in English always projects DP, so that a functional projection needs to be acquired given the

PLD. This is less economical given SE and is dispreferred to be acquired instantly. Still, projection

of DP is the only option for the English definite article, so that it is eventually acquired, resulting

in the delay of its acquisition compared with the definite articles in Italian.52

51. Again, this is essentially similar to Economy of Representation in early minimalism; see Bošković (1997c), Speas
(1994), and references therein.
52. Anderssen (2007) observes that the affixal definite articles in Norwegian are acquired at the age of 2;0.5, whereas
the non-affixal articles in the same language are omitted very frequently in contexts where they are required even at
the age of 2;7.8. This can also be captured by SE; affixal definite articles need not project DP so they can be acquired
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At this point, one may wonder how SE fits with the NO > ALL > SOME path of parameter

setting discussed in section 5.6.1. Under the emergentist view of parameters, a learner starts from

the NO-stage as per FE, and proceeds to the ALL-stage. If there is input that can override the

ALL-stage setting in the PLD, the learner changes the relevant parameter values, resulting in the

SOME-stage. In section 5.6.1, I suggested that the grammar of Italian with respect to the nominal

domain corresponds to the SOME-stage grammar, in which DP need not project in the presence of a

definite article. This is contrasted with English, whose nominal domain always requires projection

of DP (i.e., the ALL-stage grammar). If a learner first acquires the ALL-stage grammar after

the NO-stage, why would children learning Italian not first acquire obligatory projection of DP,

as a result of which they would postpone acquisition of the definite articles, just like learners of

English? To put it differently, why would children learning English not acquire the Italian-type

grammar as per SE and hence acquire the definite article earlier?

One possibility is that learners of Italian actually acquire an ALL-stage in which definite arti-

cles are always adjoined to a nominal head. This would observe SE by not postulating a functional

projection and also observe IG by generalizing the parameter value (i.e., adjunction of D to a

nominal head) to all cases in the nominal domain. As mentioned in section 5.6.1, a clue for the

adjunction option may be the clitic nature of the definite articles in Italian in the PLD. Later on, the

learner would learn that the definite article can also project DP, which would be the SOME-stage.

In contrast, the English definite article is not a clitic, so the only option for structure building in the

nominal domain is obligatory projection of DP. This is generalized by IG but acquired later because

of SE. Alternatively, in an early stage of English in which the definite article is not fully acquired

early, whereas non-affixal ones must project DP so they are acquired late.
Stephany (1997) and Marinis (2003) also observe that definite articles in Greek are acquired by age 2;10, which is

much earlier than in English. A question that arises here is why acquisition of the definite articles in Greek is earlier
than acquisition of the definite article in English, although the definite articles in both languages always project DP in
the nominal domain. A possible speculation is that Greek definite articles are “easier” because they are pronominal
clitics at the same time. When used as pronominal clitics, which have been argued to be minimal and maximal
projections at the same time (Chomsky 1995b, Bošković 2002a), they adjoin to a head in the clausal spine. Thus, they
have an option of not projecting DP by taking an NP complement (they are minimal/maximal projections that do not
project further under BPS). Note that this option is not available for the English definite article, which always takes
a nominal complement and projects DP. Thus, the difference between Greek and English regarding acquisition of the
definite articles may be attributable to the clitic nature of the Greek definite articles.
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yet, the definite article may actually be adjoined to a nominal head as per SE. However, since

the definite article in English is not a clitic unlike those in Italian, the learner would be required

to eventually acquire a grammar in which the definite article always projects DP. This parameter

setting to the adult English grammar, which is the ALL-stage, is still postponed by SE, hence ac-

quisition of the definite article in English is delayed compared with acquisition of definite articles

in Italian. If this is on the right track, it would mean that the typological classification of NO-ALL-

SOME grammars would not necessarily correspond to the order of acquisition of NO-ALL-SOME

stages, contra Biberauer and Roberts (2017), who suggest that these two should coincide; namely,

although the grammar of Italian, in which DP need not project in the presence of the definite article,

is a SOME-stage in the typological classification of NP/DP-languages, the option of the definite

articles not projecting DP may be an ALL-stage in the course of acquisition as per IG and SE, as

discussed above.

The possibility that definite articles always adjoin to a nominal head in an early stage of lan-

guage acquisition is also compatible with Wang’s (2019) proposal that in the grammaticalization

process of an indefinite article from the numeral ‘one’, there is an intermediate stage in which

‘one’ is head-adjoined to a head in the nominal domain rather than projecting its own functional

projection. As discussed in section 5.4, it is not implausible to hypothesize that definite articles,

which have developed from demonstratives, were first head-adjoined to a head in the nominal do-

main rather than projecting DP. Thus, there may be a parallelism between the historical change

in the structure of the nominal domain and acquisition of definite articles; definite articles adjoin

to a nominal head in an early stage of acquisition and during grammaticalization, projecting DP

at a later stage (see also Dadan 2019, Lightfoot 1979, van Gelderen 2011, Roberts 2007 among

others for a more general discussion of the relationship between language acquisition and language

change).
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5.7 On relevance of grammaticalization of indefinite and defi-

nite articles for bare indefinite NPs

In the previous section, I suggested the possibility that the presence/absence of a (fully grammat-

icalized) indefinite article may be relevant for the availability of bare indefinite NPs which lack a

functional projection. In this section, I would like to briefly discuss this from the perspective of

Egyptian Arabic, which has prefixal definite articles, building on Soltan (2020), who discusses the

NP/DP-language status of Egyptian Arabic. I argue that the behavior of Egyptian Arabic can be

taken as supportive evidence for the possibility that the presence/absence of a (fully grammatical-

ized) indefinite article may correlate with the availability of bare NPs which are not dominated by

a functional projection. I also discuss Basque, whose indefinite and definite articles have different

distribution from those in languages such as English. I suggest the possibility that Basque may

be a language which is “losing” the DP layer in the nominal domain, with the definite article in

Basque undergoing grammaticalization.

Soltan (2020) shows that Egyptian Arabic exhibits a number of properties that NP-languages

show, although Egyptian Arabic has (prefixal) definite articles. For instance, he observes that

adjunct extraction out of a nominal phrase is possible (only) in the absence of the definite article

in Egyptian Arabic, which is similar to Bulgarian and Greek, as shown in (115a). If the definite

article is present, the interrogative adjunct PP must be embedded in a post-nominal relative clause,

as shown in (115b). Extraction out of the definite nominal is banned as seen in (115c).

(115) a. [min

from

Panhı̄

which

balad]i

country

Pinta

you

Pabil-t

met-2.SG.M

[banāt

girls

ti]?

b. Pinta

you

Pabil-t

met-2.SG.M

[Pil-banāt

the-girls

[Pillı̄

C

[min

from

Panhı̄

which

balad]]]?

country

c. *[min

(Soltan 2020:239)from

Panhı̄

which

balad]i

country

Pinta

you

Pabil-t

met-2.SG.M

[Pil-banāt

the-girls

[Pillı̄

C

ti]]?
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This can be taken to indicate that DP is not projected above NP in the absence of the definite article,

just as in Bulgarian and Greek.

Another notable observation made by Soltan concerns null objects. Egyptian Arabic allows null

objects, which can furthermore have a sloppy reading. Thus, in (116), the null object (indicated by

the underline) refers to a different book from the one Mona read.

(116) Mona

Monda

laP-it

found.3SG.F

kitābi

book

wi

and

Huda

Huda

kamān

also

laP-it

found.3SG.F

__i.

(Soltan 2020:206)‘Mona found a book, and Huda found [a book] too.’

Note that the antecedent of the null object in (116), i.e., kitāb ‘book’, is indefinite. Importantly, if

the antecedent is definite, a null object is not allowed to refer to it. Instead, a pronoun clitic must

be used to refer to the definite antecedent. This is illustrated in (117).

(117) a. *Mona

Monda

laP-it

found.3SG.F

Pil-kitābi

the-book

wi

and

Huda

Huda

kamān

also

laP-it

found.3SG.F

__i.

Intended: ‘Mona found the book, and Huda found [it] too.’

b. Mona

Monda

laP-it

found.3SG.F

Pil-kitābi

the-book

wi

and

Huda

Huda

kamān

also

laP-it-ui.

found.3SG.F-it

(Soltan 2020:206)Intended: ‘Mona found the book, and Huda found it too.’

Following Cheng (2013) and Bošković (2018b), Soltan proposes that indefinite nominal phrases in

Egyptian Arabic are NPs of type ⟨e,t⟩ and hence can be null objects similarly to those in Japanese,

whereas definite nominal phrases in the language are DPs of type e and hence cannot be null

objects. Based on these contrasts between indefinite and definite nominal phrases, Soltan essen-

tially claims that the NP/DP-language distinction is not a two-way cut as proposed by Bošković

(2008b, 2012), and that the relevant distinction can be manifested within a single language.53 His

insight can be straightforwardly integrated into the current proposal; Egyptian Arabic is less of a

DP-language than English in the NP/DP-language scale.

53. See Soltan (2020) for additional empirical arguments for this claim.
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Crucially for the current context, Egyptian Arabic lacks an indefinite article (Abdel-Malek

1972). In the previous section, I suggested based on Greek and Hungarian that obligatory presence

of an indefinite article in indefinite singulars, which means that the indefinite article is fully gram-

maticalized, is necessary for projection of DP in indefinite nominal phrases. In other words, if a

language lacks a fully grammaticalized indefinite article, an indefinite nominal phrase can be bare

NP that lacks the DP layer. The NP-language properties of indefinite nominal phrases in Egyp-

tian Arabic, i.e., adjunct extraction out of an indefinite nominal phrase and null objects referring

to an indefinite antecedent, are then expected; since Egyptian Arabic lacks an indefinite article,

DP does not project above indefinite nominal phrases. Thus, the behavior of indefinite nominal

phases in Egyptian Arabic, which lacks an indefinite article, can be taken as additional supportive

evidence for the correlation between the presence of a fully grammaticalized indefinite article and

the availability of bare indefinite NP with no DP layer.

Basque may be interesting in this context. Basque has suffixal definite articles (-a for singular

and -ak for plural). Basque also has compositional indeterminate pronouns, which I argued are

possible only in languages where DP can be absent (see chapter 3). In addition, Basque allows null

objects which can have a sloppy reading, similarly to Japanese (Takahashi 2007, Duguine 2014).

In (118b), the null object can refer to a book different from the one Jon read. These points indicate

that Basque is less of a DP-language than English in the NP/DP-language scale.

(118) a. Jon-ek

Jon-ERG

liburu-a

book-the

astiro

slowly

irakurri

read

du.

AUX

‘Jon read a book slowly.’

b. Miren-ek

Miren-ERG

ere

also

__ irakurri

read

du.

AUX

(Takahashi 2007)‘Miren read [a book], too.’

Basque is also considered to have an indefinite article (bat). However, the distribution of bat

is quite different from that of indefinite articles in languages such as English. Hualde and Ortiz de
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Urbina (2003:122) note that “[bat] is used much less freely than the indefinite articles of English

and other western European languages”. In fact, in (118a), the indefinite specific nominal liburu-a

‘a book’ is not accompanied by bat but by the definite article -a. In Basque, the definite article

marks specificity rather than definiteness, hence can be used in indefinite specific contexts instead

of bat (see below for discussion of the definite article).54 This can be taken as indicating that

bat may not be a fully grammaticalized indefinite article, which in turn provides support for the

claim that the presence of a fully grammaticalized indefinite article in a language is required for

projection of a functional projection above indefinite NPs.

Note also that the distribution of the definite article in Basque is also different from that of

definite articles in, e.g., English. As mentioned above, the definite article in Basque encodes

specificity rather than definiteness. Interestingly in this context, Greenberg (1978) proposes that

grammaticalization of definite articles proceeds in the following way:

(119) Demonstrative (Stage 0) > Definite article (Stage I) > Specific article (Stage II) > Noun

marker (Stage III)

The Basque definite article would then be at Stage II of grammaticalization. Interestingly, Lyons

(1999) suggests that the DP structure may be lost in languages at Stage II of grammaticalization of

definite articles. Basque may, then, not need to have the DP layer above NPs despite the existence

of the “definite articles” (even independently of their affixal status).55 I would like to investigate

this point in future research.

54. Hualde and Ortiz de Urbina (2003:122) also note that ‘[bat] often corresponds more directly to ‘a certain’, rather
than merely to ‘a(n)’, which means that bat also has specific interpretation (as well as non-specific interpretation). In
the Souletin variety of Basque, where bare nouns can appear in the object position, bare nouns can only be interpreted
as non-specific (Etxeberria 2014).
55. Note also that there is a definite article in liburu-a ‘book-the’ in (118a), and yet it can be the antecedent of a null
object that has the sloppy reading in (118b), in stark contrast with Greek and Egyptian Arabic, where a nominal phrase
with a definite article cannot be an antecedent of a null object. This can then be taken as additional evidence that
Basque is losing the DP layer despite the existence of the definite article.
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5.8 Conclusion of the chapter

In this chapter, I have argued that there are languages that cannot be captured by a two-way or a

three-way cut of the NP/DP-language distinction proposed by Bošković (2008b, 2012) and Talić

(2015, 2017), and that we need a more fine-grained distinction, or a scale, of NP/DP-languages.

As illustrations, I have shown that Italian, Hungarian, and Greek exhibit some syntactic properties

that would be difficult to capture under a two-way or a three-way cut, such as adjunct extraction out

of a nominal phrase in the presence of a definite article (Italian), non-complementary distribution

of reflexive and pronominal possessives (Italian and Hungarian), noun-incorporation (Hungarian),

(semi-)productive compositional indeterminate pronouns (Hungarian and Greek), adjective LBE

(Greek), and null objects with the sloppy reading (Greek). The intermediate behavior of Italian

and Hungarian is attributed to the syntactic nature of the definite articles. Specifically, I have pro-

posed that the definite articles in Italian and Hungarian can be base-generated as adjoined to a

head in the nominal domain without projecting DP, which is allowed under Bare Phrase Structure.

Additionally, regarding Greek, where the definite article always projects DP just like English the,

it can also adjoin to A via movement, in a similar way as cliticization of a preposition onto an ad-

jective in Serbo-Croatian, which ends up making possible adjectival extraction out of the nominal

domain, which is not normally found in DP-languages (though this is done in a different way from

NP-languages). At any rate, the language-specific features of the definite articles noted above yield

the fine-grained scale of the NP/DP-language distinction.

In addition, I have suggested that the presence of a fully grammaticalized indefinite article may

be required for projection of DP in indefinite nominal phrases. To put it differently, languages

without a fully grammaticalized indefinite article may lack the DP layer in indefinite nominal

phrases. This is supported by the behavior of e.g., Greek and Egyptian Arabic, where an indefinite

article is not fully grammaticalized or does not exist and indefinite nominal phrases exhibit some

properties of NP-languages such as the availability of adjunct extraction out of them and null

indefinite arguments. Thus, indefinite articles play a role in projection of a functional projection

above NP in indefinite nominal phrases, just as definite articles do in definite nominal phrases.
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I have also discussed the scale of the NP/DP-language distinction from the perspective of the

emergentist view of parameters, under which UG is invariant, as is assumed in minimalism, and

cross-linguistic variation emerges by interactions of acquisition of formal features and third-factor

principles. In particular, I have argued that bare NP structure that is not dominated by DP is the

default option of UG because of a third-factor principle that postulates as few formal features

as possible, and then the DP structure is acquired later by acquisition of relevant features that

project DP. In addition, I have proposed that postulating as few projections as possible is a part of

a general economy principle, and that this can explain why the definite articles in “intermediate”

DP-languages such as Italian are acquired earlier than that in English, which is a full DP-language.

Finally, I have discussed grammaticalization of definite and indefinite articles. In particular, I

have suggested that at an intermediate stage of grammaticalization they adjoin to a nominal head

via base-generation without projecting its own phrase.
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Chapter 6

Article Drop in Non-canonical

DP-languages: P-N Affinity, Uniqueness,

and Relevance of Modifiers

6.1 Introduction

Under Bošković’s (2016b) definition of definite articles in (1) adopted in this dissertation, definite

articles are expected to be obligatorily present in a nominal phrase with definite interpretation. As

Bošković argues, this follows from Chierchia’s (1998) blocking principle, by which presence of a

lexicalized semantic operator in a language blocks covert application of the operator at LF.

(1) DEFINITION: A definite article (i) has the meaning of an iota operator, (ii) obligatorily occurs

in a nominal phrase with a definite interpretation, (iii) occurs only once in a nominal phrase,

and (iv) has a form distinct from demonstratives.

This conception of definite articles leaves a loophole where definite articles would not be present

when they do not encode definiteness, which Talić (2015, 2017) in fact observes holds for cases

such as superlatives in affixal article languages like Bulgarian.
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(2) Ivan

Ivan

ima

has

naj-dobri(-te)

SPRL-good-the

albumi

albums

ot

by

U2.

U2

(Pancheva and Tomaszewicz 2012:295-296)‘Ivan has *(the) best albums by U2’

In this chapter, I introduce additional conditions under which definite articles can be omitted. Cru-

cially, however, in those conditions, they are dropped even with definite interpretation, contrary

to the expectation under the definition of definite articles in (1). Interestingly, those cases of arti-

cle drop are observed in non-canonical DP-languages in the NP/DP-language scale argued for in

chapter 5. I argue that DP is actually absent in those article drop cases, which is consistent with

the current view that DP can be omitted in some cases in non-canonical DP-languages.

There are two major cases that I discuss in this chapter. One of them is article drop in PPs. It is

shown that certain PPs in languages such as Romanian and Albanian have a definite interpretation,

although the definite article is missing. Interestingly, the definite article is forced to be present

when the noun in the relevant PPs is modified by an adjective. Based on Chomsky’s (1970) feature

specifications of the traditional lexical categories, I propose that there is a P-N affinity, in the sense

that P can function as the highest functional element of the extended functional projections in the

nominal domain, a lá Grimshaw (2000), Bošković (2016b), Zanon (2020). This P-N affinity is

blocked by the presence of AP above NP as proposed in chapter 5 (cf. Bošković 2005), due to the

difference in the specification of the categorial feature. In addition, I propose a structural restriction

on the feature that is responsible for definiteness, by which the presence of P as the highest func-

tional element in the nominal domain disallows D to be present. I also discuss preposition-article

contraction in German as a related case of the P-N affinity, and suggest that DP does not project

in this case despite the presence of the (contracted) definite article. This is taken as indicating that

German is slightly less of a DP-language than a canonical DP-language like English, though it is

more of a DP-language than, e.g., Italian.

The other major case of article drop discussed in this chapter concerns kinship terms. It is

shown that the definite article is dropped in a possessive phrase when the possessum is a kinship

term in a number of languages, although the entire possessive phrase has a definite interpretation
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and other definite possessive phrases with non-kinship nouns have definite articles in the same

languages. It is further demonstrated that the definite article is required with kinship possessums

in these languages when an adjective modifies the kinship term. I propose that this is due to the

semantics of kinship terms and adjectives. The intuition is that those kinship terms are inherently

unique, and hence do not require an additional overt iota operator, namely, a definite article. I

propose a semantic composition of the kinship possessums that appeals to a difference in semantic

types between kinship and ordinary nouns. In addition, this composition becomes unavailable

when an adjective is present due to a type mismatch. The type mismatch forces kinship terms to

have the same semantic type with ordinary nouns, which in turn requires a definite article to be

present as an iota operator for definiteness. I argue that DP is absent in the case of unmodified

kinship possessums whereas it is present when the possessum is modified by an adjective, which

is consistent with the current proposal that DP can be absent in non-canonical DP-languages.

The chapter is organized as follows. In section 6.2.1, it is shown that the definite article is

obligatorily absent in certain PPs in some languages, but it is required to be present when the noun

in the PP is modified by an adjective. I propose in section 6.2.2 that P can serve as the highest

functional element in the nominal domain and that the presence of P blocks projection of DP. P

cannot, however, be the highest functional element in the nominal domain in the presence of an

adjective, because AP that projects above NP blocks the affinity between N and P that is calculated

based on categorial features. In section 6.3 I discuss preposition-article contraction in German,

which I argue has a different structure from non-contracted cases. Here again, the presence of P

plays a crucial role for the relevant structural difference. Section 6.4 discusses the syntax-semantics

interface of article drop with kinship terms in possessive phrases. In section 6.4.1, it is shown

that kinship terms in possessive phrases resist the definite article in non-canonical DP-languages,

although ordinary nouns in possessive phrases require the definite article in the same languages.

Furthermore, the definite article is required with kinship term possessums when they are modified

by an adjective. In section 6.4.2, I propose that kinship terms are by default of type ⟨e,e⟩ and do

not require a definite article for the definite interpretation, whereas they are of type ⟨e,t⟩ in the

270



presence of an adjective in order to avoid type mismatch. This means that DP is absent in the

former case, whereas it is present in the latter case. Section 6.5 concludes the chapter.

6.2 Article drop in the presence of P

6.2.1 Data

The first case of article drop with definite interpretation is observed with PPs. Mardale (2006)

shows that certain PPs, which are typically locative, resist definite articles in Albanian and Ro-

manian, as seen in (3a) and (3b), respectively. Zwicky (1984) also notes that definite articles are

dropped in locative PPs in Yiddish (3c) (see also Verschik 2001 for Estonian Yiddish).

(3) a. Vuri

put

librin

book.the

mbi

on

trapezë(*-n).

table-the

(Albanian, Mardale 2006:4)‘He puts the book on the table.’

b. Mă

me

îndrept

head

către

towards

parc(*-l).

park-the

(Romanian, Mardale 2006:2)‘I’m heading towards the park.’

c. in

in

feld

field

(Yiddish, Zwicky 1984:120)‘in the field’

This appears to be similar to bare singulars in locatives found in languages like English as shown

in (4), which is restricted to a narrow lexical class of nouns (see, e.g., Scholten 2010 and Aguilar-

Guevara 2014).

(4) Mary went to school.

However, Mardale (2006) reports that article drop in PPs with definite interpretation is more pro-

ductive, and also possible with other types prepositions in Romanian, such as direct object marking
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pe (5) and the marker of the Goal theme la (6).

(5) L-am

him-have

văzut

seen

pe

PE

professor.

professor

(Mardale 2006:3)‘I saw the professor.’

(6) Dau

give

cărţi

books

la

to

copii.

children

(Mardale 2006:3)‘I give books to the children.’

In addition, Mardale points out that the nouns in the locatives in (3) necessarily receive a definite

interpretation; in other words, a non-referential or an indefinite reading is not allowed. This is

contrasted with the bare singular in (4), which lacks definite interpretation (see Scholten 2010 and

Aguilar-Guevara 2014). In fact, for an indefinite interpretation in the relevant PP in Romanian, an

indefinite article must be present, as shown in (7).

(7) Mă

me

îndrept

head

către

towards

*(un)

a

parc.

park

(Romanian, Mardale 2006:2)‘I’m heading towards a park.’

A question that naturally arises is why the locative PPs in question in Romanian and other lan-

guages noted above receive definite interpretation despite the absence of the definite article. An

idea I will pursue below is that the prepositions here function as an alternative of definite articles,

and that DP is absent in the presence of P in (3), (5), and (6).1

Interestingly, these locative PPs require a definite article when the nouns are modified by an

adjective.

1. It is worth noting here that adpositions can perform other roles in the nominal domain, such as Case. For instance,
the preposition a in Spanish can be used as a Direct Object Marker, which is essentially a Case marker, in some envi-
ronments; see, e.g., Jaeggli (1982, 1986). See also Bošković (2006b) for Serbo-Croatian s(a), which is a preposition
but can function as a case marker in some environments.
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(8) a. Mă

me

îndrept

head

către

towards

parc*(-l)

park-the

înverzit.

green

(Romanian, Mardale 2006:2)‘I’m heading towards the green park.’

b. [in@m]

in.the

groys

big

m

the

feld

field

(Yiddish, Zwicky 1984:120)‘in the big field’

Given that omission of the definite article is an indication of the absence of DP in the cases under

discussion, the presence of an adjective seems to force projection of DP in (8). It is important to

recall at this point that the relevance of presence of a modifier for projection of DP was discussed

in chapter 5. There I showed that extraction out of a nominal phrase in Italian is possible when

there is a definite article, but this extraction is blocked in the presence of an adjective, as illustrated

in (9).

(9) a. [Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

libri

books

ti]?

‘From which shelf did Gianni read the books?’

(Bošković 2005, attributed to Giuliana Giusti)

b. ??[Di

of

che

which

scaffale]i

shelf

Gianni

Gianni

ha

has

già

already

letto

read

[i

the

grandi

large

libri

books

ti]?

‘From which shelf did Gianni read the large books?’

The gist of the analysis of the contrast between (9a) and (9b) I proposed in chapter 5 is that DP

can be absent in the absence of an adjective (by base-generation of D as head-adjunction to N),

while DP must be present in the presence of the adjective, which projects AP above NP. The

contrast between (3) and (8) can then be assimilated to the similar contrast between (9a) and (9b);

abstractly, the presence of a modifier forces projection of DP in both configurations.
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6.2.2 Analysis: P-N affinity and extended projections of a lexical category

As mentioned in the previous subsection, P can be considered to function as an alternative of a

definite article in the case under discussion. Here I propose that there is a “P-N affinity”, in the

sense that the prepositions in these cases are part of the extended projection of a nominal domain.

In fact, Grimshaw (1990), Bošković (2013a), and Zanon (2020), among others, propose that P can

be the highest projection of the extended projections in the nominal domain. The P-N affinity can

actually be motivated by the traditional classification of lexical categories proposed by Chomsky

(1970), in which N is [+N, -V], A is [+N, +V], V is [-N, +V], and P is [-N, -V]; thus, N and P

constitute a natural class as [-V] elements.

It is also worth noting here that the languages mentioned above do not allow P-stranding (see

Irimia 2005 for Albanian).

(10) a. *Cinei

(Romanian, Nicolae 2012)what

ai

you.have

vorbit

talked

[despre

about

ti]?

b. *Vemeni

(Yiddish, Merchant 2001:96)who

hot

has

zi

she

[mit

with

ti] geredt?

spoken

Interestingly, Bošković (2016b) proposes that functional heads in general cannot be stranded and

that prepositions in non-P-stranding languages are functional elements, whereas those in P-stranding

languages are lexical elements (cf. Baker 2003 for the proposal that the functional/lexical distinc-

tion is a point of variation with Ps). It is then not implausible to analyze Ps in these languages as

functional elements in the extended projection of a nominal domain.

A question that arises here is why omission of D is forced in the presence of P. My suggestion

here is that D needs to be the highest functional element in the nominal domain, otherwise it could

not occur in the structure.2 To put it differently, the set of features that corresponds to the definite

article can be realized as a definite article only if it is the highest element in the nominal domain in

2. Under this proposal, all in all the students should be analyzed as adjoined to DP (rather than projecting its own
projection, say, QP), as Sportiche (1988), Benmamoun (1999) and Bošković (2004) in fact propose, since the must be
the highest element in the nominal domain.
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these languages.3 In the presence of P as the highest projection of the extended projections of the

nominal domain, DP would not be the highest projection in the extended projections of the nominal

domain in this case.4 Note also that the languages that allow article drop in PP are affixal article

languages, hence less of DP-languages in the scale of NP/DP-language distinction argued for in

this dissertation (see chapter 3 for Yiddish). Thus, it is not implausible that D is actually absent in

such cases, and the presence of P as the highest functional projection in the nominal domain blocks

projection of DP, which needs to be the highest functional projection in the nominal domain.

The next question to be addressed under this proposal is why the bare noun in such cases

receives definite interpretation. As mentioned above, Mardale (2006) observes that the bare nouns

in the PP in question necessarily receive definite interpretation, despite the absence of the definite

article, and hence absence of DP. My proposal here is that P actually contains a feature responsible

for definite interpretation, which I dub as Def-feature for ease of exposition. Under the Bare Phrase

Structure (BPS) Theory, lexical items that have traditionally been given specific categorial labels

are merely bundles of features. As discussed in chapter 5, Chomsky (1995b), building on Borer

(1984) and Fukui (1986, 1988), proposes that parameters are reduced to different specifications

of formal features in the lexicon (the so-called Borer-Chomsky Conjecture). It is then logically

possible that Ps in question can in principle have the Def-feature in some languages as a parametric

option. I suggest that this option is possible only if P serves as the highest functional element in the

extended projections of the nominal domain.5 Otherwise, the definite article is used as the highest

3. In chapter 5, I argued that D can be base-generated adjoined to N, without projecting DP in languages such as
Italian. In those cases, D is part of the complex head (⟨D, N⟩), which is the highest element in the nominal domain.
Thus, the set of features that corresponds to a definite article is realized as a definite article in those cases.
4. Potentially related to this is loss of wh-movement. Ledgeway (2012) observes that in Latin, which was a multi-
ple wh-fronting language, multiple wh-fronting showed superiority effects, which are taken as a diagnostic of wh-
movement targeting the highest clausal projection in the literature (Rudin 1998, Bošković 2002b, Richards 2001). In
contrast, Modern Romance languages (except for Romanian) have lost multiple wh-fronting, and Bošković (2021b)
argues that Spanish wh-fronting does not target the highest clausal projection, based on the observation that an in-
terrogative pronoun can follow a complementizer in an embedded clause (Uriagereka 1988, Rizzi 2001, Villa-García
2015). Interestingly, Spanish has also acquired (restricted) wh-in-situ (see, e.g., Reglero 2007, Reglero and Ticio
2013). Thus, abstractly, the unavailability of the highest position in the C domain for wh-movement has led to (the
possibility of) a loss of wh-movement (Bošković 2021b). Notice now that article drop under discussion can be as-
similated to this; namely, the unavailability of the highest position in the nominal domain has led to omission of the
article.
5. Part of this follows from the current proposal that P can be the highest functional element in the nominal domain
only if it takes a [-V] element as its complement; If P is not part of the extended projection of N, it cannot be nominal
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functional element in the nominal domain as the locus of the Def-feature. Under this proposal, the

P in question and D actually receive a unified treatment from the perspective of the Def-feature; in

both cases, the Def-feature needs to be contained in the highest element of the extended projections

in the nominal domain.6

Let us now turn to the cases where the presence of an adjective forces presence of the definite

article in PPs in question, as seen in (8). Given that the presence/absence of a definite article

correlates with the presence/absence of DP in the relevant PP, the obligatory presence of the definite

article in the PPs in question in the presence of an adjective for definite interpretation indicates

that DP is forced to project due to the presence of the adjective. As mentioned in the previous

subsection, the situation we see here is essentially similar to extraction of an adjunct out of a

nominal phrase in Italian discussed in chapter 5; the presence of an adjective blocks the extraction

that would be possible without the adjective. One of the proposals I offered in chapter 5 is that

AP projects above NP in the latter case (Bošković 2005), and the extraction in question is blocked

due to the interaction of the PIC and the anti-locality condition, where AP is a phase. In the spirit

of this analysis, I propose that projection of AP above NP blocks the P-N affinity and forces DP

to be the highest functional projection in the nominal domain. Recall that P can be the highest

functional projection in the nominal domain because of the P-N affinity, which is calculated based

on their categorial features; P is [-N, -V] and N is [+N, -V], so they constitute a natural class as

[-V] elements. In other words, the complement of P needs to be [-V] in order for P to be the highest

in nature in the first place, so that the Def-feature, which is only assigned to a nominal element, cannot be assigned to
P in such cases.
6. Direct Object Marking (DOM) in languages like Spanish may also be relevant here. As mentioned in footnote
1, prepositional elements can function as Direct Object Markers. Interestingly, as is well-known, DOM is cross-
linguistically subject to semantic restrictions cross-linguistically, especially definiteness or specificity. Direct Object
Markers may, then, receive a uniform treatment with definite articles and the Ps discussed in the text, i.e., DOM may
be an element that appears with a feature responsible for definiteness/specificity as the highest element in the nominal
domain.

It is worth mentioning here that the accusative case marker in Turkish also encodes specificity, which is similar to
DOM in Spanish. The accusative case marker in Turkish may, then, be the highest functional element in the nominal
domain. Interestingly in this context, although Turkish lacks definite articles and shows behavior of an NP-language
(see, e.g., Bošković and Şener 2014), Turkish lacks productive compositional indeterminate pronouns, which is a
characteristic of an NP-language (though as a one-way correlation). In chapter 5, I argued for a scale of the NP/DP-
languages distinction, in particular, a scale of DP-language-hood, but there can be a scale on the other side of the
distinction, namely, a scale from canonical to non-canonical NP-languages. Turkish may then be less of a canonical
NP-language in this scale. I would like to pursue this topic in future research.
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functional projection in the nominal domain. Crucially, under this feature-based classification of

lexical categories, A is [+N, +V]. Thus, when an adjective is present and projects AP above NP

and below PP, AP “intervenes” between PP and NP in terms of the categorial feature; P, which is

[-V], is merged above AP, which is [+N], so that PP does not count as the highest projection of

the extended projections in the nominal domain, for which the complement of P needs to be [-V].

Since P cannot be the highest functional projection in the nominal domain in this case, D needs

to project above AP as the functional projection that carries the definite interpretation. Thus, the

definite article, which corresponds to D, must be present in the presence of an adjective.

This account could potentially be extended to capture another case in which the definite article

must be present in PP where it is otherwise omitted in the relevant languages. Mardale (2006)

observes that in Romanian, when the noun in the relevant PP is marked as plural, it cannot have

definite interpretation, unlike its singular counterpart seen above. This is illustrated in (11). Höhn

(2014) observes the same point for Basque, an affixal article language, where the definite form of

locative is missing in the context of the linker -ko in locatives (12a), but it needs to be present when

the noun is plural (12b).7

(11) Am

AUX

pus

put

romane-le

novels-the

pe

on

rafturi.

shelves

(Romanian, Mardale 2006:10)‘We/I put the novels on shelves. (NOT: on the shelves)’

(12) a. lantegi-∅-ko

factory-(LOC.DEF.SG)-KO

tximini-a

chimney-the

‘the chimney in the factory’

b. lantegi-eta-ko

factory-LOC.DEF.PL-KO

tximini-a

chimney-the

(Basque, Höhn 2014:148)‘the chimney in the factories’

7. Note that Basque allows productive compositional indeterminate pronouns as discussed in chapter 3 and 4, which
means that it is less of a DP-language in the NP/DP-language scale.
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What is crucial here is that the presence of the plural number marking blocks omission of the

definiteness article/marking, just as the presence of an adjective blocks omission of the definite

article. A possible explanation of this can be that NumP projects above NP in the case of plural,

and the categorial feature specification of Num is just [+N], with the specification of [±V] missing.

The complement of P would then not be [-V] when NumP projects above NP. This would force

the presence of the definite article, i.e., D would then have to be present in the presence of a plural

marking in these languages.

To summarize this section, I have introduced the observation by Mardale (2006) and Zwicky

(1984) that in Albanian, Romanian, and Yiddish, definite articles are dropped in certain PPs al-

though the bare noun in these PPs receives definite interpretation. In addition, the definite article

cannot be dropped when there is an adjective that modifies the noun in the PPs in question. I have

proposed that P in such cases serves as the highest functional element in the extended projection in

the nominal domain, and it is the locus of the Def-feature that is responsible for the definite inter-

pretation. This is motivated by Chomsky’s (1970) feature-based classification of lexical categories,

i.e., both P and N are [-V]. P can be the highest functional element in the nominal domain only if

it takes a [-V] element as its complement, i.e., NP. When there is an adjective, which projects AP

above NP, the complement of P is [+V] since A is [+N, +V] under Chomsky’s classification, hence

P cannot serve as the highest functional projection in the nominal domain. Thus, in the presence

of an adjective in the PP in question, the definite article needs to be present and project DP as the

highest functional element in the nominal domain.8

8. Potentially relevant here is the observation that in some article-less languages, a definiteness/specificity marking
appears on an adjective, and it is the only locus of the definiteness/specificity marking in those languages (e.g., Serbo-
Croatian, Old English, Lithuanian). The current proposal has a potential to explain this observation. A Def-feature,
which is responsible for definiteness/specificity, can in principle be present in those languages, but crucially, cannot
project DP, since they lack definite articles hence projection of DP in the nominal domain is impossible in those
languages (see chapter 5 for relevant discussion). Since DP cannot project in the nominal domain, the only available
option of realization of the Def-feature would be to adjoin the Def-feature to A, without projecting a functional
projection (though the Def-feature would be part of the head amalgam that is the highest element in the A domain,
cf. footnote 3). (See also Despić 2011, who proposes that the relevant endings in Serbo-Croatian are essentially
pronominal.)
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6.3 Contraction of definite articles in German and relevance of

PP

There is another domain where the presence of P is relevant for the use of the definite article.

Specifically, I briefly discuss contracted definite articles in (formal) German, which occur in PPs

that contain certain nouns. I propose that they are syntactically different from non-contracted

definite articles a lá Schwarz (2009); specifically, contracted definite articles are analyzed as being

base-generated adjoined to P, similarly to clitics/definite articles in Romance. This in turn allows

us to analyze German as a slightly less of a DP-language in the NP/DP-language scale (but more

of a DP-language than Romance).

In German, there are two types of definite articles that occur in PPs. One is what Schwarz

(2009, 2019) calls a weak definite article, which is contracted with the preceding preposition. The

other is what Schwarz calls a strong definite article, which is not contracted with the preceding

preposition.

(13) a. Hans

Hans

ging

went

zum

to.theweak

Haus.

house

‘Hans went to the house.’

b. Hans

Hans

ging

went

zu

to

dem

theweak

Haus.

house

(Schwarz 2009:7)‘Hans went to the house.’

(13a) is reminiscent of the contraction of the preposition and the definite article in Romance, as

represented by Italian (14).

(14) Gianni

Gianni

è

is

andato

gone

al

to.the

mercato.

market

‘Gianni went to the market.’
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Unlike the preposition-article contraction in Romance, however, the preposition-article contraction

in German is semantically constrained. Let us consider the following examples:

(15) a. In

in

der

the

Kabinettsitzung

cabinet.meeting

heute

today

wird

is

ein

a

neuer

new

Vorschlag

proposal

vom

by.theweak

{✓Kanzler

chancellor

/

/

#Minister}

minister

erwartet.

expected

‘In today’s cabinet meeting, a new proposal by the chancellor/minister is expected.’

b. In

in

der

the

Kabinettsitzung

cabinet.meeting

heute

today

wird

is

ein

a

neuer

new

Vorschlag

proposal

von

by

dem

thestrong

{#Kanzler

chancellor

/

/

#Minister}

minister

erwartet.

expected

‘In today’s cabinet meeting, a new proposal by the chancellor/minister is expected.’

(Schwarz 2019:8)

One of the properties of the weak definite article that is used for the relevant contraction is unique-

ness; it is used with a noun that refers to an individual identifiable with knowledge of the world

without introduction of the noun in the preceding context.9 In (15a), it is common knowledge of

the world that there is only one chancellor and there is more than one minister in a cabinet meeting.

Thus, although there is no preceding context that introduces a chancellor, there is a unique chan-

cellor in this situation, and the weak definite article can be used with the noun Kanzler ‘chancellor’

in this case. On the other hand, since there is generally more than one minister in a cabinet meet-

ing, there is no uniquely identifiable minister without a preceding context, hence the weak definite

article cannot be used with the noun Minister ‘minister’ in this case. In contrast with the weak

definite article, the strong definite article can only refer to an individual that is introduced in the

preceding context; without a preceding context it cannot refer to a uniquely identifiable individual

9. I am simplifying the discussion of weak definite articles for expository purposes. See Schwarz (2009) for more
extensive discussion. What is important here is that the preposition-article contraction is not freely available, in
contrast to Romance.
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that the weak definite article would be able to refer to. Thus, in (15b), since there is no preceding

context, the strong definite article cannot be used, resulting in infelicity. (15b) becomes felicitous

when a preceding context is added, as shown in (16).

(16) a. Hans

Hans

hat

has

gestern

yesterday

einen

a

Minister

minister

interviewt.

interviewed

‘Hans interviewed a minister yesterday.”

b. ✓ In

in

der

the

Kabinettsitzung

cabinet.meeting

heute

today

wird

is

ein

a

neuer

new

Vorschlag

proposal

von

by

dem

thestrong

Minister

minister

erwartet.

expected

‘In today’s cabinet meeting, a new proposal by the minister is expected.’

(Schwarz 2019:9)

Schwarz (2009) proposes that the weak definite article and the strong definite article have different

semantics, which is reflected in different syntactic structures. Under the framework of situation

semantics (Kratzer 1989), he posits (17a) and (17b) as the denotations of the weak definite article

and the strong definite article, respectively.

(17) a. [[Defweak]] = λsλPιx[P(x)(s)]

b. [[Defstrong]] = λsλPλyιx[P(x)(s) & x = y]

The crucial difference is the presence of an additional argument introduced for the strong definite

article (represented as y in (17b)), which is responsible for the requirement of the presence of

an antecedent in the preceding context. Schwarz suggests that this additional argument (which is

covert) is located in the specifier of DP. The structures of nominal phrases with the weak definite

article and the strong definite article are given in (18a) and (18b), respectively (the additional

argument with the strong definite article is represented as 1).
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(18) a. DP

Dweak NP

b. DP

1 D′

Dstrong NP

What is interesting for the current purposes is that difference in semantics correlates with a differ-

ence in the syntactic structures.

Schwarz does not provide an analysis of the contraction between the preposition and the weak

definite article, and merely cites Zwicky’s (1982) work as a reference for a possible morphological

analysis, in which the weak definite article cliticizes onto the preposition. Zwicky’s cliticization

is an operation that takes place in PF, which would not affect the syntactic derivation (see also

Hinrichs 1986 for discussion). Hanink (2017) and Hanink and Grove (2017) also propose a PF-

based analysis of the preposition-article contraction. They modify Schwarz’s semantic analysis

of the strong definite article and propose that the additional argument represented as 1 in (18b)

projects idxP between NP and DP, as schematized in (19).

(19) DP

D idxP

idx
1

NP

Hanink and Hanink and Grove then propose, under the Distributed Morphology framework (Halle

and Marantz 1993b), that P undergoes the post-syntactic operation of Lowering (Embick and Noyer

2001) onto D in the case of weak definite articles, which is realized as the contracted preposi-

tion+article, whereas D undergoes Lowering onto idx in the case of strong definite articles, which

is realized as the strong definite article without contraction with the preposition. This is illustrated

in (20).10

10. Hanink and Hanink and Grove assume that P vacuously undergoes Lowering to the node in which D was located
in (20b), where it is realized as a non-contracted preposition.
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(20) a. weak definite articles
PP

DP

P+D NPLowering

b. strong definite articles
PP

P DP

idxP

D+idx NPLowering

Crucially, under the accounts proposed by Zwicky (1982), Hanink (2017), and Hanink and Grove

(2017), the relevant contraction is a PF-operation, and PP projects above DP both in the case of the

weak definite articles and in the case of the strong definite articles.

Interestingly, however, Hinrichs (1986) argues against Zwicky’s (1982) PF-cliticization analy-

sis, with an argument that can be carried over to Hanink’s (2017) and Hanink and Grove’s (2017)

PF-Lowering analysis. Hinrichs observes that a preposition contracted with a weak definite article

cannot be coordinated with a preposition with a strong definite article. The relevant examples in

(21) are taken from Puig-Waldmüller (2008).

(21) a. i’m

in.theweak

oder

or

bei’m

at.theweak

Haus

house

b. *in

in

dem

thestrong

oder

or

bei’m

at.theweak

Haus

house

c. *i’m

(Puig-Waldmüller 2008:131)in.theweak

oder

or

bei

at

dem

thestrong

Haus

house

Hinrichs points out that this contrast would be mysterious if the contraction is purely a PF phe-

nomenon as Zwicky (1982) proposes, since the weak definite article is correctly contracted with its

preceding preposition. This contrast is also problematic for the PF-Lowering analysis by Hanink

(2017) and Hanink and Grove (2017), because under this analysis what is conjoined here would be

PPs, and hence the coordinate structure itself should be legitimate given that the conjoined phrases

should be of the same category (i.e., the Coordination-of-Likes, see below).
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Hinrichs proposes under the GPSG framework that the set of features that corresponds to the

definite article is part of the feature composition of the preposition in the case of the preposition-

article contraction, whereas the relevant features are not part of the set of the features of the prepo-

sition in the non-contraction cases. Notice that this can be easily implemented under the current

proposal regarding structure building. In chapter 4 and 5, I proposed, following Epstein et al.

(2016) and Saito (2020), that a head can be base-generated as adjoined to another head. The

preposition-article contraction can then be analyzed as a result of base-generated adjunction of D

to P, which creates a ⟨P, D⟩ amalgam. This amalgam then projects as a complex head. On the

other hand, in the non-contracted cases D projects DP above NP due to the richer structure needed

for the semantics of the strong definite article, and this DP is dominated by PP. (The additional

argument with the strong definite article that Schwarz 2009 argues for can be located in Spec,DP,

which forces DP to project, as Schwarz proposes, or project idxP that is selected by D, whereby DP

projects between idxP and PP, as Hanink 2017 and Hanink and Grove 2017 propose. The choice

between the two positions does not affect the discussion here.) This is schematized in (22).

(22) a. weak definite articles
⟨P, D⟩

⟨P, D⟩ NP

b. strong definite article
PP

P DP

D NP

Notice that the traditional “PPs” have different labels in (22a) and (22b): ⟨P, D⟩ and PP. This allows

us to explain the ill-formedness of (21b) and (21c) under Bošković’s (2020b) implementation of

the Coordination-of-Likes in the labeling framework, which I adopted in chapter 2. In Bošković’s

proposal, all the conjuncts must have the same label. In (21b) and (21c), then, the Coordination-

of-Likes is violated, since what is conjoined are ⟨P, D⟩ and PP.

Note also that in (22a), DP is absent in the presence of P. As argued in section 6.2, P can be the

highest functional element of the extended projections in the nominal domain. Unlike the cases

discussed in section 6.2, the definite article is present in the structure, and P is part of the complex
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head, but what is important is that D need not project in this case too.11 In addition, the Def-feature,

which is responsible for definite interpretation, is in the highest element of the nominal domain,

i.e., the ⟨P, D⟩ amalgam. Thus, the formal requirement that the Def-feature needs to be contained

in the highest element in the nominal domain, which I posited in section 6.2.2, is satisfied in the

case under discussion.

It should be added here that the option in (22a) is more generally available in Romance lan-

guages, where the preposition-article contraction is not semantically constrained, unlike what is

found in German. This is consistent with the proposal in chapter 5 that definite articles in Italian

can be base-generated adjoined to N; base-generation of D as adjunction to another head is more

generally available in Italian, or Romance languages. In German, in contrast, the contraction in

question, i.e., the structure in (22a), is only available if the relevant semantic condition is satisfied

in the presence of P. In the context of the NP/DP-language scale advocated in this dissertation, this

means that German is slightly less of a DP-language than, e.g., English, but more of a DP-language

than Romance languages. This makes sense given that German shows some other properties of a

DP-language, such as impossibility of adjunct extraction out of a nominal domain that Italian does

not always show (see Bošković 2012).

6.4 Article drop with kinship terms

The second case of article drop with definite interpretation concerns kinship terms. We will see

that the definite article must be dropped with a possessum that is a kinship term in languages where

other nouns as possessums require the definite article, even when the kinship terms are interpreted

11. Interestingly, Schwarz (2009) observes that superlatives require the weak definite article in PPs, as shown in (i).

(i) Auf
on

unserer
our

Reise
trip

nach
to

Tibet
Tibet

sind
are

wir
we

natürich
of.course

auch
also

{zum
to.theweak

/ #zu
to

dem}
the.strong

höchsten
highest

Berg
mountain

der
the

Welt
world

gefahren
driven

‘On our trip to Tibet, we of course went to visit the highest mountain in the world.’

In chapter 5, I suggested the possibility that the definite article that occurs in superlatives does not project DP. If this
is on the right track, the observation in (i) can be accounted for; in German, which has the weak-strong distinction of
definite articles, the weak definite article, which does not project DP, is selected in the presence of the superlative.

285



as definite. Interestingly, the relevant languages are all non-canonical DP-languages in the NP/DP-

language scale advocated in this dissertation. In addition, the article drop with kinship possessums

is disallowed when there is an adjective that modifies the kinship term. I propose that there is a

syntax-semantics correlation in this domain. Unmodified kinship possessums resist the definite

article because of their lexical semantics. This means that projection of DP is blocked, which is

consistent with the current view that DP can be absent in non-canonical DP-languages. However,

when an adjective is present, kinship terms have a different semantic type, so that the definite

article is required for definite interpretation, resulting in projection of DP.

6.4.1 Data

In Bulgarian, the definite article co-occurs with a pronominal possessor, as shown in (23a). In-

terestingly, Halpern (1995) observes that certain kinship terms resist overt definite articles in such

cases, as shown in (23b).

(23) a. statija-ta

article-the

mu

his

‘his article’

b. majka-(*ta)

sister-the

mu

his

‘his sister’

This is not limited to Bulgarian. As discussed in chapter 5, Italian definite articles co-occur with

pronominal possessors, as seen in (24a). Crucially, they do not appear with certain kinship terms

with a pronominal possessive, as shown in (24b).12

12. As Rákosi (2017) points out, a somewhat weaker version of the restriction in question is observed in Hungarian;
the definite article is required with pronominal possessives, as shown in (ia), while omission of the definite article is
allowed (but not forced) with kinship terms, as shown in (ib).
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(24) a. la

the

tua

your

macchina

car

‘your car’

b. (*la)

the

tua

your

sorella

sister

‘your sister’

Haspelmath (1999) points out that in Somali, Nkore-Kiga, and Vai (in addition to Italian and

Bulgarian), kinship terms resist a definite article in the (pronominal) possessive construction,

whereas other nouns require one.13 This is shown in (25)-(27). Note that these three languages

are affixal-article languages, hence can be considered to be non-canonical DP-languages in the

NP/DP-language scale argued for in this dissertation.

(25) a. saxiib-kay-gu

friend-my-the

‘my friend’

b. hooya-day-(*du)

mother-my-the

(Somali, Haspelmath 1999:236)‘my mother’

(26) a. e-kitabo

the-book

kyangye

my

‘my book’

(i) a. Szeretem
like.1SG

*(az)
the

ablak-om-at.
window-POSS.1SG-ACC

‘I love my window.’

b. Szeretem
like.1SG

(az)
the

anyá-m-at.
mother-POSS.1SG-ACC

‘I love my mother.’

13. Note that in Vai (27) the possessor is not pronominal, but the point regarding kinship terms is intact.
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b. (*o)-mukuru

the-sister

wangye

my

(Nkore-Koga, Haspelmath 1999:236)‘my sister’

(27) a. kaàí-Ě

man-the

á

POSS

kéN-Ě

house-the

‘the man’s house’

b. kaàí-Ě

man-the

fǎ-(*ǎ)

father-the

(Vai, Haspelmath 1999:236)‘the man’s father’

Haspelmath (1999) further notes that the definite article is optional with pronominal possessors

in Brazilian Portuguese and Icelandic, but it cannot co-occur with a kinship term possessum, as

shown in (28) and (29). What is important here is that the definite article is disallowed in the

possessive construction with a kinship term just as in the languages mentioned above.

(28) a. (a)

the

minha

my

casa

house

‘my house’

b. (*a)

the

minha

my

māe

mother

(Brazilian Portuguese, Haspelmath 1999:200)‘my mother’

(29) a. hús(i-ð)

house-the

mitt

my

‘my house’
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b. sonur(*-inn)

son-the

minn

my

(Icelandic, Haspelmath 1999:200)‘my son’

Gatt (2004) also observes that in Maltese, an affixal article language, the definite article does not

co-occur with a possessum that is a kinship term, although the possessum is interpreted as definite,

as seen in (30a). This is contrasted with (30b), where the non-kinship term noun requires a definite

article for the definite interpretation. Given that having an affixal article is an indication of being

less of a DP-language in the NP/DP-language scale, Maltese can be considered to be less of a

DP-language.

(30) a. omm

mother

Pietru

Peter

‘Peter’s mother’ (definite)

b. (il)-karozza

the-car

ta’

POSS

Pietru

Peter

‘Peter’s car’ (definite, when the definite article is present)

‘a car of Peter’s’ (indefinite, when the definite article is absent)

(Maltese, Gatt 2004:200)

Soltan (2007) observes a contrast in Egyptian Arabic that makes the same point. In Egyptian

Arabic, just as in other Arabic varieties, there are two options to express possessive relations. One

is the so-called Free State, in which the possessive relation is expressed by the morpheme bitaaQ

(glossed here as ‘’POSS’ following Soltan 2007). The other is the so-called Construct State, in

which bitaaQ is absent. Nouns like ‘school’ can be used in both Free State and Construct State,

as shown in (31). Note that the definite article is affixed to the possessum in Free State in (31a).

Crucially, a kinship term like ‘brother’ cannot be used in Contrast State, and hence cannot co-occur

with the definite article, as shown in (32).
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(31) a. il-madrasa

the-school

bitaaQ-it

POSS-F

Paèamad

Ahamad

‘Ahamad’s school’

b. madras-it

school-F

Paèamad

Ahamad

‘Ahamad’s school’

(32) a. * il-Pax

the-brother

bitaaQ

POSS

Paèamad

Ahamad

‘Ahamad’s brother’

b. Paxuu

brother

Paèamad

Ahamad

‘Ahamad’s brother’

Thus, the general pattern here is that the definite article is disallowed with kinship possessums.

As mentioned above, the languages introduced here are all non-canonical DP-languages in the

NP/DP-language scale. On a par with article drop in PP discussed in section 6.2, article drop with

kinship possessums in these languages can be taken as indicating that the absence of the definite

article correlates with the absence of DP.

Interestingly, Halpern (1995) observes that those kinship terms require a definite article when

they are modified by an adjective in Bulgarian, as shown in (33). The same effect is observed in

Italian, as seen in (34).

(33) a. majka-(*ta)

sister-the

mu

his

‘his sister’
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b. xubava-ta

pretty-the

mu

his

majka

mother

‘his pretty mother’

(34) a. (*la)

the

tua

your

sorella

sister

‘your sister’

b. la

the

tua

your

sorella

sister

intelligente

smart

‘your smart sister’

This is reminiscent of article drop in PP discussed in section 6.2; abstractly, the presence of an

adjective forces presence of a definite article in the environments where otherwise the definite

article must be absent.

It should, however, be noted here that the category-based account proposed for article drop in

PP in section 6.2.2 cannot be extended to the article drop with kinship term possessums discussed

here. The account proposed there is that P can be the highest functional element in the nominal

domain when it takes a [-V] element as its complement, and it can function as an alternative of D,

allowing (and forcing) omission of the definite article. When there is an adjective that modifies

the noun in the relevant PP, AP, which is [+V], projects above NP, so that P does not satisfy

the above condition for becoming the highest functional element in the nominal domain and the

definite article needs to project DP above AP to be an argument of P (and to ensure the definite

interpretation). Notice now that the possessive constructions in question do not have P above the

nominal phrase in the first place. Thus, there is no motivation to omit the definite article from

the perspective of category-based calculation of extended projections of lexical categories. In

addition, it seems plausible to analyze adjectives as projecting AP above NP, but below PossP,

where the pronominal possessor is assumed to be located by Despić (2011, 2015), the assumption

I also adopted in chapter 5. This is motivated by the modification relation in (33b) and (34b); in
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both cases, the properties of the possessums are the intersection of the properties denoted by the

adjective and by the head noun. This means that AP first combines with NP, and then the possessor

combines above them. Then, the highest projection before the merger of the definite article should

always be PossP, whether the adjective is present or not. This means that we cannot appeal to the

structure before the merger of the definite article to the possessive phrase.14

Turning back to the kinship terms, they receive definite interpretation in the relevant possessive

constructions, and hence can be analyzed as requiring the iota operator that picks out a uniquely

identifiable individual because of that. A definite article may then be expected to co-occur with

them. In fact, a definite article is required when there is an adjective, as seen above. Recall now

that the languages introduced above are non-canonical DP-languages in the NP/DP-language scale

advocated in this dissertation. This indicates that such article drop is allowed only in less of a

DP-language in the NP/DP-language scale, and that there is some correlation between the nature

of the definite article and article drop in such cases, an issue I address in the next section.15

6.4.2 Analysis: A type-theoretic account

In this subsection I propose a semantic account of article drop in the possessive constructions

with kinship terms. The gist of the proposal is that kinship terms yield an individual without an

14. There are temporal adjectives such as former which can have two interpretations in possessive constructions; for
instance, John’s former pants can be interpreted as (i) an object that John now owns and used to be pants, and (ii)
pants that John formerly owned. Larson and Cho (2003) argue that these two readings are derived from two different
structures. In particular, for the interpretation (i), former, which is of type ⟨⟨e,t⟩,⟨e,t⟩⟩ (simplified for expository
purposes), is composed above the possessor and the head noun (the possessor John moves to Spec,DP in syntax, but is
interpreted below former). In this case, former would project AP above PossP and below DP, which in turn may predict
that the definite article in Italian should be present with a kinship possessum in the presence of a temporal adjective
under this interpretation. It should, however, be noted that in Italian, it is not natural to use precedente, which roughly
corresponds to ‘former’, in a possessive construction (Pietro Cerrone p.c.). It remains to be investigated in future
research how temporal adjectives (or non-intersective adjectives that have a different semantic type than ⟨e,t⟩) would
interact with kinship possessums in the languages discussed in text.
15. Unlike the languages mentioned here, English quite generally disallows the definite article to co-occur with a
pronominal possessor, regardless of what kind of a noun the possessum is. Another difference is that while the presence
of an adjective forces the presence of the definite article with those kinship term/unique possessums in the languages
discussed in this section, English exhibits no such effect (i.e., the definite article never co-occurs with a possessor,
whether there is an adjective or not). I take these observations as indicating that there is some formal difference
regarding the syntax of possessives between the affixal article languages discussed in this section and English. See
section 6.4.2 for a possible analysis.
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application of the iota operator when combined with a possessor, whereas ordinary nouns yield a

property when combined with a possessor, so that the former do not require an overt iota operator,

i.e., a definite article, whereas the latter require it.

A more or less standard analysis of the semantics of possessive constructions is that the posses-

sor is of type ⟨e,t⟩ and involves a relator variable R that establishes a relation between the possessor

and the possessum (Barker 1991, 1995, Jensen and Vikner 1994, Partee 1997, Partee and Borschev

2003, Vikner and Jensen 2002, among others). Under this line of approaches to possessive con-

structions, ordinary nouns such as bike are assumed to be of type ⟨e,t⟩, while relational nouns

including kinship terms such as sister are assumed to be of type ⟨e,⟨e,t⟩⟩, and they are combined

with R with or without application of type-shifting depending on the analysis. For instance, Partee

(1997) proposes that the Saxon genitive ’s in English corresponds to R that is of type ⟨e,⟨e,t⟩⟩,

and combines with the possessor such as John and then an ordinary noun like bike.16 Under her

proposal, the value of R, namely, the relation between John and bike, is determined pragmatically

(here “ownership”). On the other hand, Partee proposes that R for relational nouns including kin-

ship terms such as sister is of type ⟨e,⟨⟨e,⟨e,t⟩⟩,⟨e,t⟩⟩⟩ and preserves the relation inherently denoted

by the relational noun. As an illustration, let us consider (35).

(35) a. bike of John’s (ordinary noun)

b. sister of John’s (kinship term)

Partee (1997) assumes that R is encoded by the Saxon genitive ’s, and of is semantically vacuous.

The composition of (35a) and (35b) proceeds as follows:

(36) a. [[(of) John’s]] = λPλx[P(x) & Ri(John)(x)]

b. [[bike of John’s]] = λx[bike(x) & Ri(John)(x)]

16. Partee (1997) assumes that the possessor is type-shifted from ⟨e,t⟩ to ⟨⟨e,t⟩,⟨e,t⟩⟩ in order to combine with the ordi-
nary noun of type ⟨e,t⟩, but this can also be achieved via Predicate Modification proposed by Heim and Kratzer (1998).
The choice between these two does not matter for the present purposes, and below I adopt Predicate Modification for
ease of exposition.
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(37) a. [[(of) John’s]] = λRλx[R(John)(x)]

b. [[sister of John’s]] = λx[sister(John)(x)]

Both (36b) and (37b) are of type ⟨e,t⟩, and either the indefinite article or the definite article will be

merged above them. In the case of a prenominal possessor such as the possessor in John’s bike and

John’s sister, Partee assumes that there is a covert iota operator above the possessive phrase (see

below on this). Barker (1995) and Vikner and Jensen (2002) propose that ordinary nouns like bike

undergo type-shifting and are “coerced” into relational nouns. What is important for the current

purposes is that possessive constructions before the application of the iota operator are of type ⟨e,t⟩

under these proposals, whether the possessum is an ordinary noun or a relational noun.

Dobrovie-Sorin (2000, 2002, 2004) proposes a different semantic account of possessive con-

structions. Specifically, she proposes that nouns that are combined with a possessor are of type

⟨e,e⟩, which is a function from an individual denoted by the possessor to an individual denoted by

the entire possessive phrase. She assumes that relational nouns such as sister are inherently of type

⟨e,e⟩, and are straightforwardly combined with a possessor. The semantic composition of John’s

sister is given in (38).

(38) [[John’s sister]] = λxιy[sister(x,y)](John)

= ιy[sister(John,y)]

On the other hand, non-relational nouns such as bike are coerced into a relational noun, by adding

a relator variable R in Partee’s sense via the genitive marker. The semantic composition of John’s

bike is given in (39).

(39) [[John’s bike]] = λxιy[Rgen(x,y) & bike(y)](John)

= ιy[Rgen(John,y) & bike(y)]

What is interesting here is that the composition of the possessor and the possessum yields an

element of type e, namely, an individual, without an application of a covert iota operator unlike

what we have seen in the proposals by Partee (1997) and others discussed above. This captures the

intuition of inherent uniqueness of kinship possessums.
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However, under Dobrovie-Sorin’s proposal, the composition of the possessor and the posses-

sum yields the same type, just as in those by Partee among others. Recall that the question that

needs to be addressed in this section is why kinship terms resist a definite article while ordinary

nouns require it in possessive constructions in the languages discussed in section 6.4.1. The rele-

vant examples from Italian are repeated here as (40).

(40) a. la

the

tua

your

macchina

car

‘your car’

b. (*la)

the

tua

your

sorella

sister

‘your sister’

If kinship terms and ordinary nouns yield the same semantic composition as Dobrovie-Sorin (2004)

and Partee (1997) among others propose, it would be mysterious how the difference between kin-

ship terms and ordinary nouns discussed above could be accounted for. One might suggest here

that possessive constructions have different syntactic structures in the cases of kinship terms and

ordinary nouns, but the question then boils down to where the syntactic difference comes from. In

what follows, I argue that there is actually a correlation between the syntax and the semantics of

the possessive constructions.

My proposal here is that ordinary nouns and kinship terms have different semantic types, and

are composed with the possessor in different ways; what I am proposing is, essentially, a hy-

brid account of Partee (1997) and Dobrovie-Sorin’s (2004), but crucially coercion is not assumed.

Regarding ordinary nouns, I follow Partee (1997) in assuming that they are of type ⟨e,t⟩ and com-

bined with the relator variable R that takes a possessor as its argument. Here, I slightly modify her

proposal in accordance with the structure of possessive constructions proposed by Despić (2011,

2015) that I adopted in chapter 5, where NP is dominated by PossP and PossP is dominated by DP

in languages with definite articles. Specifically, R is of type ⟨⟨e,t⟩,⟨e,⟨e,t⟩⟩⟩ and takes a property
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as its first argument and a possessor as its second argument. The denotation of R is given in (41).

(41) [[ R ]] = λPλxλy[R(x,y) & P(y)]

I assume that R corresponds to the head of PossP in Despić’s structure. The structure of Italian

(40a) is illustrated in (42). The semantic composition of (42) is given in (43), where (43c) can be

read as there is a unique car that has a relation with the addressee in the discourse (the relation is

pragmatically supplied; in this case, ownership). What is crucial here is that the entire possessive

phrase requires the definite article in order to be interpreted as an individual and receive the definite

interpretation.

(42) DP (3)
e

D
la

‘the’
⟨⟨e,t⟩,e⟩

PossP (2)
⟨e,t⟩

tua
‘your’

e

Poss′ (1)
⟨e,⟨e,t⟩⟩

Poss
R

⟨⟨e,t⟩,⟨e,⟨e,t⟩⟩⟩

NP

macchina
‘car’
⟨e,t⟩

(43) a. [[ (1) ]] = λPλxλy[R(x,y) & P(y)](car(z))

= λxλy[R(x,y) & car(y)]

b. [[ (2) ]] = λxλy[R(x,y) & car(y)](you)

= λy[R(you,y) & car(y)]

c. [[ (3) ]] = λQιz[Q(z)](λy[R(you,y) & car(y)])

= ιz[R(you,z) & car(z)]

As for kinship terms, on the other hand, I follow Dobrovie-Sorin (2000, 2002, 2004) in assuming

that they are of type ⟨e,e⟩ and inherently encode uniqueness of the individual that has the relevant
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property, the relational variable R being absent. Thus, the composition of a kinship term with

a possessor yields an individual of type e, with no need for the application of the iota operator.

Consequently, the definite article, which is an overt version of the iota operator, is not required,

and in fact is disallowed because composition of the definite article (⟨⟨e,t⟩,e⟩) and the kinship term

(⟨e,e⟩) would result in a type mismatch. Given that Italian, and more generally languages where

the definite article cannot co-occur with a kinship possessum, are non-canonical DP-languages in

the NP/DP-language scale, it is reasonable to conclude that DP is then absent in this case. The

structure of (40b) is given in (44), and its semantic composition is given in (45).

(44) PossP (4)
e

tua
‘your’

e

Poss′

Poss NP
sorella
‘sister’
⟨e,e⟩

(45) [[ (4) ]] = λxιy[sister(x,y)](you)

= ιy[sister(you,y)]

Thus, the obligatory presence/absence of the definite article, which amounts to the presence/absence

of DP, correlates with the semantic difference between ordinary nouns and kinship terms.

A remaining question is why the definite article is required with a kinship possessum in the

presence of an adjective. The relevant Italian example is repeated here as (46).

(46) la

the

tua

your

sorella

sister

intelligente

smart

‘your smart sister’

I propose that the presence of the adjective, which is standardly assumed to be of type ⟨e,t⟩, requires

the kinship term to also be of type ⟨e,t⟩ for a successful semantic composition. In other words,
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sorella ‘sister’ in (46) is of type ⟨e,t⟩ rather than of type ⟨e,e⟩.17 This can be implemented either

by covert type-shifting or by lexical ambiguity of kinship terms. The choice between these two

options has no significance for the current purposes. I assume here that those kinship terms are

lexically ambiguous between type ⟨e,t⟩ and type ⟨e,e⟩ for ease of exposition. The composition of

(46) then proceeds essentially in the same way as in the case of the ordinary noun shown in (42)

and (43), the only difference being that the adjective intelligente ‘smart’ combines with the noun

sorella ‘sister’ via Predicate Modification (Heim and Kratzer 1998). The structure of (46) is given

in (47) and its semantic composition in (48). (I ignore the word order of sorella and intelligente

here and simply present the structure where AP dominates NP adopted in chapter 5. What is

important here is the semantic composition of those items.)

(47) DP (8)
e

D
la

‘the’
⟨⟨e,t⟩,e⟩

PossP (7)
⟨e,t⟩

tua
‘your’

e

Poss′ (6)
⟨e,⟨e,t⟩⟩

Poss
R

⟨⟨e,t⟩,⟨e,⟨e,t⟩⟩⟩

AP (5)
⟨e,t⟩

A
intelligente

‘smart’
⟨e,t⟩

NP

sorella
‘sister’
⟨e,t⟩

(48) a. [[ (5) ]] = λx[sister(x) & smart (x)]

b. [[ (6) ]] = λPλxλy[R(x,y) & P(y)](λx[sister(x) & smart (x)])

17. Here I am simplifying the semantics of the relevant adjectives and the kinship terms to a large extent; it would
actually be more complex than what is proposed above. What is important here is that the semantic type of the relevant
kinship terms is different depending on the presence vs. the absence of an adjective, which is necessary to account
for the contrast regarding the presence/absence of the definite article in these two cases. A more detailed technical
implementation of the idea pursued here is left for future research.
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= λxλy[R(x,y) & sister(y) & smart (y)]

c. [[ (7) ]] = λxλy[R(x,y) & sister(y) & smart (y)](you)

= λy[R(you,y) & sister(y) & smart (y)]

d. [[ (8) ]] = λQιz[Q(z)](λy[R(you,y) & sister(y) & smart (y)])

= ιz[R(you,z) & sister(z) & smart (z)]

Thus, the presence of an adjective, which is of type ⟨e,t⟩, forces the possessum to also be of type

⟨e,t⟩, even if the possessum is a kinship term, hence the definite article is required in order for the

legitimate semantic composition even in languages where non-modified kinship terms resist the

definite article in possessive phrases.18

Before concluding this section, it needs to be addressed why English, which is a canonical

DP-language where DP is expected to always project, never allows the definite article to occur in

possessive phrases, whether the possessum is an ordinary noun or a kinship term, as mentioned in

footnote 15. My suggestion, which I briefly mentioned in chapter 5, is that the Saxon genitive ’s is

base-generated as D, and undergoes Affix Hopping onto Poss in PF. In the structure of possessive

phrases proposed by Despić (2011, 2015), which I have adopted here, the pronominal possessor

is located in Spec,PossP. Despić assumes that non-pronominal possessors like John are located in

Spec,DP, but it can rather naturally be assumed that they are actually located in Spec,PossP given

the semantic composition discussed above.19 Then, there is no morphological host for the Saxon

genitive ’s, which is base-generated as D, in a phrase like John’s bike, as illustrated in (49a). The

Saxon genitive then undergoes Affix Hopping, getting affixed to John.

18. In chapter 5, I proposed that Italian definite articles can adjoin to N. One may then wonder why the definite article
cannot adjoin to N in the possessive constructions under discussion. I suggest that this can be explained in terms of
semantic composition (see also chapter 5); if the definite article, which is of type ⟨⟨e,t⟩,e⟩, is first composed with the
head noun and then the adjective is composed with D+N, there would be a type mismatch (i.e., D+N would be of type
e, and then composition of D+N with A would be of type t, which cannot serve as an argument of predicates).
19. An exception is each other, which needs to be outside of the Spell-Out domain of DP for Binding Condition A,
as mentioned in chapter 5; see Despić (2011, 2015).
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(49) a. DP

D′

D
’s

PossP

John Poss′

Poss NP
bike

no host

b. DP

D′

D PossP

John’s Poss′

Poss NP
bike

Affix Hopping

Following Larson and Cho (2003), I assume that ’s as D is the locus of the iota operator. It then

follows that the definite interpretation obtains despite the absence of the overt definite article. Thus,

the obligatory absence of the definite article in English possessive phrases can be accounted for by

the Affix Hopping analysis of ’s.

6.5 Conclusion of the chapter

To summarize this chapter, I have demonstrated that there are conditions under which definite

articles are dropped even with definite interpretation, which is not expected under Bošković’s and

Talić’s treatment of definite articles. Specifically, the definite article must be dropped in certain

PPs in languages such as Romanian, Albanian, and Yiddish, and in possessive phrases with kinship

possessums in languages like Bulgarian, Italian, Somali, etc. What is remarkable is that such cases

of article drop are observed only in non-canonical DP-languages in the NP/DP-language scale

argued for in this dissertation, where DP can be absent in such languages, unlike canonical DP-
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languages like English. I have taken the relevant state of affairs as indicating that DP is absent in

these cases of article drop. I have also shown that the presence of an adjective forces the definite

article to be present in such cases, which indicates that DP must be present in the presence of an

adjective, on a par with several cases discussed in chapter 5, where the presence of an adjective

also forces the presence of a DP.

Furthermore, I have proposed a syntactic account for article drop in PPs and a semantic account

for article drop with kinship possessums. Regarding the former, I have argued that P can be the

highest functional element in the nominal domain because P and N share the [-V] categorial feature,

and in this case the presence of DP is blocked. However, the presence of an adjective, which

projects AP above NP, blocks the relevant relationship between P and N since A is [+V], so that

DP is required to project as the highest projection in the nominal domain. I have also discussed

preposition-article contraction in German, which only takes place in PPs under certain semantic

conditions. The relevant contraction has been analyzed as having the definite article base-generated

adjoined to P, the operation discussed in chapters 4 and 5. Based on this, I have suggested that

German is slightly less of a DP-language in the NP/DP-language scale than e.g. English. As for

the kinship possessums, I have argued that they are of type ⟨e,e⟩ and inherently unique, so that

only the possessor, which is of type e, is required and the definite article is disallowed to co-

occur with them. However, when an adjective modifies the kinship term, the kinship term has a

different semantic type in order to compose with the adjective, and the resulting structure requires

the definite article for the definite interpretation to obtain. In both article drop in PP and article

drop with kinship possessums, the presence of an adjective, which projects AP, forces projection

of DP, the exact motivation depending on the construction (syntactic for the former and semantic

for the latter).
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Chapter 7

Concluding Remarks

In this dissertation, I have established a number of novel cross-linguistic generalizations and dis-

cussed their relevance to the linguistic theory, from the perspective of the NP/DP-language distinc-

tion. In particular, I have discussed the concepts of phases, labeling, Agree, Merge, and the theory

of parameters in minimalism, building on broad typological investigations of the phenomena dis-

cussed in this dissertation. With respect to the NP/DP-language distinction, I have argued that the

two-way and three-way distinctions proposed in the previous works like Bošković (2008b, 2012)

regarding the former and Talić (2015, 2017) regarding the latter are not sufficient, and that we need

a “scale” of NP/DP-language from canonical NP-languages to canonical DP-languages.

In chapter 2, I have established the generalization that only languages that have affixal definite

articles or lack definite articles may allow extraction of a conjunct out of a coordinate structure.

I have then offered a deduction of this generalization based on Bošković’s (2014) contextual ap-

proach to phasehood and Talić’s (2015, 2017) Structural Parallelism. I have also shown that extrac-

tion out of a conjunct is still disallowed in the languages where extraction of a conjunct is allowed.

Building on this, I have argued that the CSC, which was originally proposed as a single condition

by Ross, should be separated into two independent conditions: the ban on extraction of a conjunct

(CSC I) and the ban on extraction out of a conjunct (CSC II). In addition, I have claimed that the

CSC I and the CSC II apply at different places in the grammar: the CSC I is a purely syntactic
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condition, and the CSC II is an interface condition.

In chapter 3, I have established the generalization that only languages that have affixal defi-

nite articles or lack definite articles may have productive compositional indeterminate pronouns. I

haven then offered a deduction of this generalization based on Saito’s (2017) analysis of the rel-

evant pronouns in Japanese. I have further shown that this deduction allows us to treat multiple

wh-fronting in languages such as Serbo-Croatian and wh-in-situ of the Japanese type in a uniform

manner. I have also discussed various types of wh-in-situ, arguing that they can be captured by the

proposed system of indeterminate pronouns.

In chapter 4, I established the generalization that large-scale pied-piping is possible in a lan-

guage only if the language has productive compositional indeterminate pronouns and the projec-

tion to be pied-piped is head-final. In order to deduce this generalization, I have proposed under

Chomsky’s (2015) labeling framework that weak heads (i.e., heads that do not provide a label on

their own) are not only syntactically but also morpho-phonologically weak, in that they cannot be

realized as free morphemes. In addition, I have proposed a criterion for weak heads, which gen-

eralizes the notion of weak heads to all heads that have unvalued features at the point of External

Merge. I have shown that this new conception of weak heads captures the above generalization,

coupled with Inaba’s (2011) observation that head-final complementizers are generally suffixal,

whereas head-initial complementizers are generally free morphemes. Moreover, this conception

of weak heads allows and requires us to deduce Agree from Minimal Search, which is a third factor

principle external to UG, hence minimize UG.

In chapter 5, I have argued that the three-way distinction of NP/DP-languages proposed by

Talić (article-less languages, affixal-article languages, non-affixal article languages) is not suffi-

cient either, and that we need a more fine-grained “scale” of NP/DP-language distinction. In par-

ticular, I have shown that Italian, which has been treated as a non-affixal article language by Talić

(2017), behaves differently from proto-typical non-affixal article languages such as English and

proto-typical affixal article languages such as Bulgarian, with respect to adjunct extraction out of

a nominal phrase and the availability of reflexive and pronominal possessives. In order to capture
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the intermediate behavior of Italian, I have proposed that definite articles in Italian can be base-

generated as adjoined to another head in the nominal domain, which is an option theoretically

allowed in minimalism. I have also shown that Hungarian also behaves differently from proto-

typical non-affixal and affixal article languages, but also from Italian, which means that Hungarian

is yet another type of a DP-language in the NP/DP-language scale. I have also discussed Greek,

Egyptian Arabic, and Basque from the perspective of the NP/DP-language scale. They exhibit a

number of properties of NP-languages in the absence of the definite article, which means that these

languages are less of DP-languages than English. Based on these languages I have suggested that

the presence of a fully grammaticalized indefinite article may be required for projection of a func-

tional projection in indefinite nominal phrases. I have also argued that the scale of NP/DP language

distinction argued for here is an appropriate point of parameterization in minimalism, especially

under the emergentist view of parameters advocated by Biberauer (2019), Biberauer and Roberts

(2017), Roberts (2019) among others.

In chapter 6, I have discussed cases in which the definite article is omitted in certain PPs and

possessive constructions with kinship possessums in less of DP-languages in the NP/DP-language

scale argued for here. I have proposed that PP can be the highest functional projection in the nom-

inal domain, which is motivated by the categorial specification originally proposed by Chomsky

(1970), and that DP cannot project in the presence of such PPs. As for kinship possessums, follow-

ing Dobrovie-Sorin (2002, 2004), I have proposed that they are of type ⟨e,e⟩; they take a possessor

as an argument and yields type e, hence the definite article cannot be composed with the possessor

phrase due to a type mismatch. We have also seen that when an adjective is present in these con-

structions, the definite article must be present, which I have taken as indicating that the presence

of an adjective forces projection of DP in such cases. In the case of PPs, there is a syntactic reason

for obligatory projection of DP in the presence of AP; projection of AP between NP and PP breaks

the relation between NP and PP as extended projections in the nominal domain, due to the feature

specifications of those projections. On the other hand, there is a semantic reason for projection of

DP in the presence of AP with kinship possessums; in the presence of an adjective, which is of type
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⟨e,t⟩, a kinship possessum must be of type ⟨e,t⟩ for a legitimate semantic composition. Since the

resulting structure does not yield an individual (of type e), an overt iota operator, i.e., the definite

article, must be present.

As a final remark, I would like to note some open issues worth investigating in future research.

First, many more languages should be closely examined from the perspective of the NP/DP lan-

guage scale argued for here. There are many languages that have definite articles, including those

discussed by Bošković (2008b, 2012) and Talić (2015, 2017), and it may turn out that they show

varying behavior of NP/DP-language-hood, as I have in fact shown regarding, e.g., Italian, which

was considered to be a “canonical” DP-language in the previous literature. Relatedly, I have ac-

tually oversimplified Bošković’s discussion of NP-languages in this dissertation; it should be em-

phasized that he did not say that there can never be a functional projection above NP in languages

without definite articles, he only argued against the presence of DP. In a series of works, he in fact

proposed that there is a functional projection above NP in article-less languages with, e.g., non-

adjectival numerals, certain quantifiers, as well as case particles in Japanese (see also Takahashi

2011 regarding the last one). We need a closer and more principled investigation of such cases, to

determine what kind of elements can project their own phrases and what effects that may have.

Grammaticalization of definite and indefinite articles is another topic to be pursued. In chapter

5, I have discussed grammaticalization of definite and indefinite articles building on Wang (2019);

in particular, I have suggested that both definite and indefinite articles (can) adjoin to another head

via base-generation at an intermediate stage of grammaticalization. A wider range of languages

will need to be examined from this perspective. Relatedly, in chapter 5 I have also suggested the

possibility of “losing” a DP layer in the course of grammaticalization of a definite article. Green-

berg (1978) proposes that grammaticalization of a definite article proceeds as follows: Demon-

strative (Stage 0) > Definite article (Stage I) > Specificity article (Stage II) > Noun marker (Stage

3). The Basque “definite article” actually marks specificity rather than definiteness, so it would be

at Stage II of grammaticalization in Greenberg’s term. Interestingly, Lyons (1999) suggests that

languages that have a Stage II article may be losing a DP layer. In fact, Basque shows some prop-
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erties of NP-languages, such as sloppy readings with null objects and compositional indeterminate

pronouns. Basque may then be “losing” the DP layer because of grammaticalization of the definite

article (even independently of the affixal status of the definite article, but actually the affixal status

itself might also be related to the grammaticalization process). It will be worth examining other

languages where articles mark specificity such as St’át’imcets to see if the above correlation is

found in those languages.

Interestingly, given the two processes of grammaticalization discussed in chapter 5, grammat-

icalization seems to proceed in the way that the DP layer gets developed going from Stage 0

discussed above to Stage I (through the stage of head-adjunction via base-generation), it can get

lost from Stage I to Stage II (and possibly completely lost at Stage III). Hypothetically applying

all this to a single language, a language starts from an NP-language (as a default option of UG as

discussed in chapter 5) and becomes a DP-language, and then it “goes back” to an NP-language.

This may be analogous to Jespersen’s cycle, in which a language starts with a single negation and

acquires two negations, and then “goes back” to a single negation by losing one of the two nega-

tions. We may then be dealing here with a more general process of grammaticalization cycles, a

possibility Lyons (1999) in fact suggests. This possibility may be worth pursuing more thoroughly

in future research.1

1. As noted in footnote 47 in chapter 5, the general tendency of historical change seems to be from an NP-language
to a DP-language (i.e., development of DP). The Basque case (i.e., loss of DP) is in fact quite rare. This is actually
expected under the economy considerations of language acquisition discussed in chapter 5, section 6.
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Bošković, Željko. 2005. On the locality of left branch extraction and the structure of NP. Studia

Linguistica 59:1–45.
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Todorović, Neda. 2016. On the presence/absence of TP: Syntactic properties and temporal inter-

pretation. Doctoral Dissertation, University of Connecticut, Storrs.

344



Tomioka, Satoshi. 2003. The semantics of Japanese null pronouns and its cross-linguistic implica-

tions. In The interfaces: Deriving and interpreting omitted structures, ed. Kerstin Schwabe and

Susanne Winkler, 321–339. Amsterdam: John Benjamins.

Tran, Thuan. 2009. Wh-quantification in Vietnamese. Doctoral Dissertation, University of

Delaware.

Travis, Lisa. 1984. Parameters and effects of word order variation. Doctoral Dissertation, Mas-

sachusetts Institute of Technology.

Trenkic, Danijela. 2004. Definiteness in Serbian/Croatian/Bosnian and some implications for the

general structure of the nominal phrase. Lingua 114:1401–1427.

Tsai, Wei-Tien Dylan. 1994. On economizing the theory of A-bar dependencies. Doctoral Disser-

tation, MIT.

Tsai, Wei-Tien Dylan. 1999. On lexical coutresy. Journal of East Asian Linguistics 8:39–73.

Tsimpli, Ianthi Maria, and Despina Papadopoulou. 2006. Aspect and argument realization: A

study on antecedentless null objects in Greek. Lingua 116:1595–1615.

Uegaki, Wataru. 2018. A unified semantics for the japanese Q-particle ka in indefinites, questions

and disjunctions. Glossa: A Journal of General Linguistics 3:1–45.

Ultan, Russell. 1978. Some general characteristics of interrogative systems. In Universals of hu-

man language, ed. Joseph H. Greeberg, volume 4, 211–248. Stanford, CA: Stanford University

Press.

Ortiz de Urbina, Jon. 1989. Parameters in the grammar of Basque. Dordrecht: Foris.

Ortiz de Urbina, Jon. 1993. Feature percolation and clausal pied-piping. In Generative studies

in Basque linguistics, ed. José Ignacio Hualde and Jon Ortiz de Urbina, 189–219. Amsterdam:

John Benjamins.

345



Uriagereka, Juan. 1988. On government. Doctoral Dissertation, University of Connecticut, Storrs.

Uriagereka, Juan. 1995. Aspects of the syntax of clitic placement in Western Romance. Linguistic

Inquiry 26:79–124.

Uriagereka, Juan. 1996. Determiner clitic placement. In Current issues in comparative grammar,

ed. Robert Freidin, 257–294. Dordrecht: Kluwer.

Verschik, Anna. 2001. On the dynamics of article use in Estonian Yiddish. Folia Linguistica

35:337–369.

Vikner, Carl, and Per Anker Jensen. 2002. A semantic analysis of the English genitive. interaction

of lexical and formal semantics. Studia Linguistica 56:191–226.

Villa-García, Julio. 2015. The syntax of multiple-que sentences in Spanish. Amsterdam: John

Benjamins.

Wang, Shuyan. 2019. Reconsideration of yi ‘one’ and classifiers in Mandarin Chinese. Ms.,

University of Connecticut, Storrs.

Warden, David A. 1976. The influence of context on children’s use of identifying expression and

references. British Journal of Psychology 67:101–112.

Watanabe, Akira. 1992a. Subjacency and S-structure movement of wh-in-situ. Journal of East

Asian Linguistics 1:255–291.

Watanabe, Akira. 1992b. Wh-in-situ, subjacency, and chain formation. In MIT occasional paper

in Linguistics 2. Department of Linguistics and Philosophy, MIT: MITPWL.

Watanabe, Akira. 2002. Loss of overt wh-movement in Old Japanese. In Syntactic effects of

morphological change, ed. David Lightfoot, 179–195. Oxford University Press.

346



Watanabe, Akira. 2004a. Indeterminates and determiners. In Proceedings of the Workshop on

Altaic Formal Linguistics 1, ed. Aniko Csirmaz, Youngjoo Lee, and Mary Ann Walter, 390–405.

Cambridge, MA: MIT Working Paper in Linguistics.

Watanabe, Akira. 2004b. Parametrization of quantificational determiners and head-internal rela-

tives. Language and Linguistics 5:59–97.

Watanabe, Akira. 2009. A parametric shift in the D-system in Early Middle English: Relativiza-

tion, articles, adjectival inflection, and indeterminates. In Historical syntax and linguistic theory,

ed. Paola Crisma and Giuseppe Longobardi, 358–374. Oxford: Oxford University Press.

Webelhuth, Gert. 1992. Principles and parameters of syntactic saturation. Oxford: Oxford Uni-

versity Press.

Williams, Edwin. 1978. Across-the-board rule application. Linguistic Inquiry 9:31–43.

Williamson, Janis S. 1984. Studies in Lakhota grammar. Doctoral Dissertation, University of

California, San Diego, San Diego, CA.

Willim, Ewa. 2000. On the grammar of Polish nominals. In Step by step, ed. Roger Martin, David

Michaels, and Juan Uriagereka, 319–346. Cambridge, Massachusetts: MIT Press.

Winter, Yoad. 1997. Choice functions and the scopal semantics of indefinites. Linguistics and

Philosophy 20:399–467.

Yang, Muyi. 2021. A phase-based analysis of Sinhala Q-particle: New evidence from focus and

verbal morphology. Ms., University of Connecticut, Storrs.

Yatabe, Shuichi. 2003. Does scrambling in Japanese obey the Coordinate Structure Constraint?

In Nihon gengogakkai dai-126-kai taikai yokoo-shuu [Proceedings of the 126th meeting of the

Linguistic Society of Japan], 262–267. Kyoto: Linguistic Society of Japan.

Yatsushiro, Kazuko. 2009. The distribution of quantificational suffixes in Japanese. Natural Lan-

guage Semantics 17:141–173.

347



Yoshida, Masaya, Chizuru Nakao, and Iván Ortega-Santos. 2015. The syntax of Why-Stripping.

Natural Language and Linguistic Theory 33:323–370.

Yuan, Michelle. 2018. Dimensions of ergativity in Inuit: Theory and microvariation. Doctoral

Dissertation, MIT, Cambridge, MA.

Yükseker, Hitay. 2000. Bir ‘one’. In Studies in turkish linguistics: Proceedings of the tenth

international conference in Turkish linguistics, ed. Sumru Özsoy, Didar Akar, Mine Nakipoğlu-
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