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Abstract

Sentences in natural language are routinely interpreted as stronger than would be expected from the
lexical meanings of the overt lexical items alone. This has led to the postulation of exhaustification
(strengthening) mechanisms in pragmatics and semantics. Such exhaustivity effects have largely
been discussed for logical vocabulary, focused expressions, and predicates forming entailment
scales with other predicates. Relying on recent work on additive particles, I argue that exhaustivity
is at play in a significantly broader array of meanings than previously appreciated: all predicates
are exhaustified, in all sentences. That is, the intuited meanings of predicates in sentences are
stronger than their lexical-conceptual meanings. I focus on ‘taxonomic’ predicates, which do
not form entailment scales with other predicates. I make this case first and foremost based on
apparently banal contradictions like This comedy is a tragedy or The white flag is green. While
these contradictions are intuitively due to the meanings of the predicates, the interaction of these
predicates with additive particles (This comedy is also a tragedy) and conjunction (This play is
both a comedy and a tragedy) is argued to show that the predicates are underlyingly consistent. As
such, the contradiction observed in the basic case must result from exhaustification.

In addition to demonstrating the existence of exhaustification in the meaning of taxonomic
predicates, I also show that this exhaustification behaves in a hitherto undescribed way. The ex-
haustification of a given predicate is not only obligatory, but it is also obligatorily local to the pred-
icate. Modelling exhaustification through an Exh(aust) operator, roughly equivalent to a covert
only, predicates are claimed to ‘control” Exh: they both require its presence and roughly dictate its
syntactic locus. These constraints on Exh give its semantic output the flavour of lexical meaning.
I argue that the locality requirement on Exh is best understood as it needing to be in the predi-
cate’s maximal projection, and I model this by postulating an Agree relation between derivational
morphemes (n°, a°, etc.) and Exh.

For Exh to exhaustify predicates in a non-trivial way, predicates must come with alternatives;
similarly to expressions like some or or, they bear alternatives even without being focused. I make
two claims about alternatives. First, concerning the alternatives borne by predicates, I suggest as a
first approximation that these are the sisters of the predicate in a given conceptual taxonomy. I then
propose a notion of ‘predicational jurisdiction’—the kind of information provided by a predicate—
to suggest that predicates are alternatives iff they share a jurisdiction. For example, green and
table are not interpreted as mutually exclusive (i.e., are not alternatives for controlled exhaustivity)
because they contribute different kinds of information; but table and chair, comedy and tragedy,
and green and white are alternatives because they share a jurisdiction. This both explains why
taxonomic sisters are alternatives, and, as I will show, manages to capture a broader range of
data. The second claim about alternatives pertains to how Exh and additive particles interact. One
of the key datapoints motivating the view that taxonomic predicates undergo exhaustification is
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their interaction with additive particles. Building on work suggesting that additives serve to avoid
unwanted exhaustivity effects, I suggest that additives are directly involved in pruning alternatives
from the domain of Exh. They do not prevent exhaustification by removing Exh, but can weaken
Exh by making it exclude fewer alternatives.

The claim that there is a systematic and principled mismatch between the lexical-conceptual
meaning of taxonomic vocabulary items and the meaning intuited from these expressions in actual
sentences challenges what appears to be a tacit consensus in linguistics, psychology, cognitive
science, and philosophy. Work on concepts takes for granted that the nature of concepts can be
researched from the meanings of predicates in natural-language sentences. This thesis shows that
this is not straightforwardly the case, because grammar systematically interferes with the basic
meanings of predicates.

i1



Résumé

Les phrases dans le langage naturel sont régulierement interprétées comme étant plus fortes que
I’on ne s’y attendrait en considérant uniquement le sens lexical des éléments lexicaux prononcés.
Cela a mené a la postulation de mécanismes d’exhaustification (renforcement) en pragmatique et
en sémantique. On a surtout discuté de tels effets d’exhaustivité pour le vocabulaire logique, les
expressions focalisées, et les prédicats formant des échelles d’implication avec d’autres prédicats.
Faisant fond sur de la recherche sur les particules additives, j’argumente que 1’exhaustivité est a
I’ceuvre dans une gamme d’effets sémantiques bien plus large qu’apprécié jusqu’a présent : tous
les prédicats sont exhaustifiés, dans toutes les phrases. En autres mots, le sens intuité des prédicats
dans les phrases est plus fort que leur sens lexico-conceptuel. Je me concentre sur les prédicats
« taxinomiques », qui ne forment pas d’échelle d’implication avec d’autres prédicats. Cet argument
provient avant tout de contradictions apparemment banales comme Cette comédie est une tragédie
ou Le drapeau blanc est vert. Tandis que ces contradictions sont intuitivement causées par le sens
des prédicats, j’argumente que I’interaction de ces prédicats avec les particules additives (Cette
comédie est aussi une tragédie) et la conjonction (Cette piece est et une comédie et une tragédie)
démontre que les sens sous-jacents de ces prédicats sont consistants. Ainsi, les contradictions
observées dans les cas de base doivent étre le résultat d’exhaustification.

En plus de démontrer I’existence d’exhaustivité dans le sens des prédicats taxinomiques, je
démontre aussi que cette exhaustivité se comporte de facon indécrite jusqu’aujourd’hui. En ef-
fet, I’exhaustification d’un prédicat quelconque est non seulement obligatoire, mais elle est aussi
nécessairement calculée localement au prédicat. J’argumente que I’exhaustivité, modélisée a 1’aide
d’un opérateur Exh(austivité) a peu pres équivalent a un seulement non-prononcé, est « controlée »
par les prédicats : ceux-ci requierent la présence d’Exh et dictent sa position syntaxique approx-
imative. Ces contraintes sur Exh donnent a son résultat une saveur lexicale. La contrainte de
localité d’Exh consiste en son apparition obligatoire dans la projection maximale du prédicat, ce
que je modélise au travers d’une relation d’Accord entre les morpheémes dérivationnels (n°, a°,

etc.) et Exh.

Pour qu’Exh exhaustifie les prédicats de fagon non triviale, les prédicats doivent avoir des al-
ternatives ; comme des expressions telles que certain ou ou, ils portent des alternatives méme sans
étre focalisés. Je fais deux suggestions sur les alternatives. Premierement, en ce qui concerne les
alternatives portées par les prédicats, je suggere en premiere approximation que celles-ci sont les
sceurs du prédicat dans une taxinomie conceptuelle quelconque. Or, je propose ensuite une notion
de « juridiction prédicationnelle » — la sorte d’information contribuée par un prédicat — afin de
suggérer que les prédicats sont des alternatives ssi leur juridiction est la méme. Par exemple, vert
et table ne sont pas interprétés comme mutuellement exclusifs (c’est-a-dire que ces prédicats ne
sont pas des alternatives pour 1’exhaustivité controlée) puisqu’ils contribuent de différentes sortes

il
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d’information ; mais fable et chaise, comédie et tragédie, et vert et blanc sont des alternatives
puisque ces prédicats partagent une juridiction. Cela explique pourquoi les sceurs taxinomiques
sont des alternatives, ainsi que d’avoir 1’avantage d’illuminer une gamme plus large de données,
comme je démontrerai. Ma seconde suggestion sur les alternatives concerne la facon dont Exh et
les particules additives interagissent. Apres tout, I’interaction entre les prédicats taxinomiques et
les particules additives est une des données centrales motivant I’hypotheése que ces prédicats sont
exhaustifiés. Prenant comme point de départ des travaux suggérant que les additifs ont la capac-
ité de contourner des effets d’exhaustification indésirables, je suggere que les additifs s’occupent
directement de restreindre les alternatives d’Exh. Ils ne préviennent pas 1’exhaustification en enle-
vant Exh de la syntaxe, mais ils peuvent affaiblir Exh en le faisant exclure moins d’alternatives.

La suggestion qu’il existe un écart systématique et réglementé entre le sens lexico-conceptuel
du vocabulaire taxinomique et du sens intuité de ces expressions dans les phrases ot ils se trouvent
met a I’épreuve un consensus apparent tacite dans la linguistique, la psychologie, la science cogni-
tive et la philosophie. Le travail sur les concepts prend pour acquis que la nature des concepts peut
étre éclairée depuis le sens des prédicats tel qu’observé dans des phrases simples. Or, la présente
these démontre que ceci n’est pas le cas sans complications : en réalité, la grammaire s’ingere
systématiquement dans le sens élémentaire des prédicats.

v
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Chapter 1

Introduction

1.1 Introduction

Sentences in natural language are routinely interpreted as having stronger meaning than is expected
from the lexical meanings of the overt lexical items alone. For example, in simple sentences,
disjunction is interpreted as exclusive, and existential quantifiers are interpreted as incompatible
with universal meanings:

(D) a. It’s raining or windy.
~> It’s not raining and windy.
b. Aisha ate some of the apples.
~~ Aisha did not eat all of the apples.

Neither of the inferences in (1) can be attributed to the lexical meaning of the expressions or and
some. The inferences disappear in downward-entailing (DE) environments, such as the antecedents
of conditionals:

2) a. Ifit’s raining or windy, the cat will play indoors.
~+ The cat will not play indoors if it’s raining and windy.
b. If Aisha ate some of the apples, I will buy coffee.
+~ I will not buy coffee if Aisha ate all of the apples.

This has led to the postulation of strengthening mechanisms in natural language.
In this thesis, I investigate the distribution of such strengthening effects. To understand the
‘distribution’ of strengthening, I will focus on two main questions:

3) Two questions about the distribution of strengthening:

a.  Which expressions are subject to strengthening?
b. In what syntactic loci is such strengthening computed?

Of course, my intent is not to answer either of those questions exhaustively, but simply to contribute
toward understanding them. I will make one main claim about each of these questions, both of
which come out to meaning that sentences are subject to significantly more strengthening effects
than previously believed.
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About the first question, I show that strengthening is at play in the meaning of content pred-
icates. While this has already been claimed for predicates that form entailment scales with other
predicates (Horn 1972) or for predicates that are contrastively focused, I argue that strengthening is
in fact a very general feature of predicates. I build this claim from apparently banal contradictions
like the sentences in (4).

“4) a. #This comedy is a tragedy.
b. #The white flag is green.

These contradictions might most simply be thought of as stemming from the lexical or lexical—
conceptual meanings of these predicates. Comedies are necessarily not tragedies (the sets denoted
by comedy and tragedy have an empty intersection), and white and green are lexically contradictory
due to their universal quantificational force (green means that all parts of its argument are green,
not just that some parts are green; and likewise for white). However, this simple approach does not
hold up to scrutiny. In particular, the contradictions disappear with various Boolean conjunctive
elements, including additive particles and conjunctions:

4) a. This comedy is also a tragedy.
(or: A tragicomedy is a comedy that is #(also) a tragedy)
b.  The white flag is also green.

(6) a. A tragicomedy is a play that is both a comedy and a tragedy.
b.  The flag is both white and green.

I will show that possible alternative analyses trying to maintain that the predicates in (4) are truly
underlyingly inconsistent do not hold up. As such, the contradictions in (4) must be the result
of the predicates having stronger meanings than their underlying lexical or conceptual meanings.
Going back to our two questions, this constitutes a contribution to what would ultimately be the
exhaustive answer to question (3a), significantly broadening the array of expressions which are
claimed to undergo strengthening.

As for the question in (3b), the strengthening of predicates in fact provides an important re-
search space precisely because it motivates a different kind of answer from other types of strength-
ening effects. What is special about data like (4) is that the postulated strengthening effect occurs
even if it leads to the creation of a sentence-internal contradiction out of consistent lexical mate-
rial. It is not unheard of to posit that strengthening can lead to contradictions across sentences; for
example, Bade (2014, 2016) provides an analysis of data like (7) claiming that the additive too is
required because each sentence in B’s answer would otherwise be strengthened to mean that only
Aisha/Ben sang (more on this shortly below).

7 A: Who sang at the party?
B: Aisha sang. Ben sang #(t00).

But strengthening is not usually posited to create contradictions within sentences (but see Chierchia
2013). This is an important distinction. It is one thing to claim that sentences are obligatorily
strengthened without consideration of other sentences in the discourse; it is quite another to claim
that certain constituents of sentences are obligatorily strengthened without consideration of other
constituents of the same sentence.

Chapter 1 2
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Let’s unpack this a bit. To claim that strengthening can target particular constituents of a
sentence to the exclusion of other constituents, we need to think of it as taking place at some
point in the semantic derivation, rather than post-semantically. If strengthening was a pragmatic
phenomenon due to the interpretation of sentences qua speech acts, it would take the meaning
of entire utterances into consideration; syntactic constituency does not have theoretical status in
speech acts. As such, to model that certain constituents can be strengthened without consideration
of others, we need to adopt the semantic or ‘grammatical’ theory of strengthening of Chierchia
et al. (2012) (and others), hence providing a new kind of argument in favour of this theory.1 This
semantic theory posits that at least some strengthening effects are the result of an Exh(aust) oper-
ator. As a syntactically present operator, it can be embedded so as to take scope over only certain
parts of a sentence. Hence, it can strengthen a particular syntactic constituent without taking into
consideration the meaning of other constituents in the sentence. We return to this in more depth in
section 1.2.

However, even on the semantic theory of exhaustivity, at least as spelled out by Chierchia et al.
(2012), nothing ever forces Exh to only take a particular constituent as its prejacent. The syntax
of Exh is ‘free’; an expression that triggers alternatives can be exhaustified locally or not. Yet, to
capture (4) as an exhaustivity effect, it must be stipulated that Exh is necessarily very local to the
predicates causing the contradiction. An Exh taking the entire clause as its prejacent would fail to
create a contradiction, because (as we will see) Exh is defined so as not to exclude any alternatives
that are entailed by its prejacent. A hypothetical LF like (8a) must be ruled out; only an LF like
(8b) can be available, if we are to derive the contradictory meaning through strengthening.

(8) a.  Exh,.r [this comedy is a tragedy].
b.  This [Exharr comedy] is a [Exh,;r tragedy].

My contribution to answering the question (3b), then, is to show that there is an entire class of
exhaustivity effects where the syntax of Exh is systematically constrained. Certain alternative-
triggering expressions require not only the presence of an Exh operator, but also constrain the
syntactic position of this operator.

The rest of this introductory chapter is organized as follows. In section 1.2, I overview prag-
matic and semantic theories of strengthening. Then, in section 1.3, I turn to work on additive
particles, which shows that when additive particles are obligatory in a discourse, it is to avoid an
unwanted exhaustivity effect. This will set the stage for the rest of this thesis, where obligatory ad-
ditive particles will be used to detect exhaustivity effects in language. Section 1.4 briefly discusses
some more general assumptions and conventions, and section 1.5 provides a chapter-by-chapter
overview of the thesis.

1.2 Background on strengthening and alternatives

In this section, I first give a brief overview of how linguists have analyzed some effects widely
accepted to involve strengthening in language, including a pragmatic theory (section 1.2.1), a se-
mantic theory (section 1.2.2) based on an Exh(aust) operator, and a theory that merges lexical

IT will be using the word ‘strengthening’ theory-neutrally in this thesis, while reserving the term ‘exhaustivity’
specifically for semantic strengthening.
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ambiguity with pragmatics (section 1.2.3). I will focus my discussion on the strengthening of
scalar items (‘scalar implicatures’ SIs in neo-Gricean parlance)—expressions that generate alter-
natives forming an entailment scale. These include {or, and} and {some, all}.>> 1 then finesse
the meaning of semantic strengthening in section 1.2.4, discussing its proposed properties of ‘in-
nocent’ exclusion and inclusion, and of excluding alternatives that are neither stronger nor weaker
than its prejacent. Finally, I comment specifically on the kind of expressions that can serve as al-
ternatives to the prejacent of Exh in section 1.2.5. Section 1.2.6 concludes by providing a working
definition for Exh.

1.2.1 The pragmatic theory

The pragmatic theory of scalar implicatures takes as a starting point Grice’s (1975, 1989) insight
that the plain semantic meaning of sentences is enriched in conversation through abductive reason-
ing (‘inference to the best explanation’), and expands from there (e.g., Horn 1972, Gazdar 1979,
Levinson 1983, Blutner 2002, 2004, Spector 2003, Sauerland 2004, van Rooij & Schulz 2004,
Russell 2006, Geurts 2010). Grice (1975:45) points out that conversations are “characteristically,
to some degree at least, cooperative efforts,” and posits the following principle:

9 The Cooperative Principle: (Grice 1975:45)
Make your conversational contribution such as is required, at the stage at which it occurs,
by the accepted purpose or direction of the talk exchange in which you are engaged.

He breaks down this principle into several maxims that cooperative speakers follow (Grice 1975:45—
46):

(10) a. The maxim of Quantity:
(i) Make your contribution as informative as is required (for the current purposes
of the exchange).
(i1)) Do not make your contribution more informative than is required.
b. The maxim of Quality: Try to make your contribution one that is true.
(i) Do not say what you believe to be false.
(ii)) Do not say that for which you lack adequate evidence.
c. The maxim of Relation: Be relevant.
d. The maxim of Manner: Be perspicuous.
(1)  Avoid obscurity of expression.
(i)  Avoid ambiguity.
(iii) Be brief (avoid unnecessary prolixity).
(iv) Be orderly.
(v) etc?

On the pragmatic approach to strengthening, literal semantic meaning is strengthened due to ab-

2Expressions forming entailment scales are shown as sets, simply to avoid redundancy: there is no need to stipulate
scalar ordering when it falls out from the meaning of the expressions.

3The latter scale could be expanded as, e.g., {some, many, most, all}, but I will focus exclusively on some and all
for simplicity.

4He writes: “And one might need others” (Grice 1975:46).
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ductive reasoning based on the assumption that speakers adhere to these maxims (Geurts 2010).
Listeners ask themselves why speakers spoke as they did, and strengthen the plain meaning of
their interlocutor’s speech with the resulting inferences. These are a sentence’s implicatures. Such
a theory of strengthening is pragmatic rather than semantic because implicatures are calculated
based on the actual use of sentences in a conversation; as such, a sentence’s implicatures are com-
puted from the meaning of the entire speech acts, and therefore entire sentences as a unit, rather
than particular syntactic constituents of sentences.

In addition to these conversational maxims, an important consideration is which sentences
listeners consider as alternatives to the speaker’s assertion. In order to reason about why the
speaker said what they said, and not something else, listeners must consider what that ‘something
else’ could be. I will return to alternatives in section 1.2.5, but for now, I simply note that we need
a notion of scales providing a set of alternatives to certain expressions. It does not matter for our
purposes whether scales are lexically encoded as primitives or simply something that comes out of
their members’ entailment relations. Assuming the scale {some, all} (see footnote 3), the sentence
in (11a), repeated from (1b), has as an alternative the sentence in (11b).

(11) a. Aisha ate some of the apples.
b. Aisha ate all of the apples.

The plain, non-strengthened semantic meaning of (11a) is as in (12a), assuming a simple existential
meaning for some (12b).

(12)  a.  dx[x C 1y[y € maxc (*xapple)] Aate(a,x)].
b. [some] = AP.AQ.3x[P(x) A Q(x)].

But clearly, this does not capture the intuited meaning of (11a), which is that Aisha ate only some
of the apples: she did not eat all of them. On the pragmatic approach to strengthening, this holds
because the plain meaning of (11a), (12a), is enriched through the negation of the alternative in
(11b). The listener infers that (11b) is false because it is more informative than (11a), and as such
the speaker would have said it if they could (by the maxims of Quantity and Quality). The speaker
must therefore not believe (11b) to be true.

This is consistent with the speaker either believing that (11b) is false, or simply being uncertain
about the status of (11b) (Soames 1982:521, Horn 2001[1989]:233-234, Sauerland 2004:382ff,
Paillé & Schwarz 2018). As such, there must be an ‘epistemic step’ (Sauerland 2004) strengthening
‘it is not the case that the speaker believes (11b) to be true’ to ‘the speaker believes (11b) to be
false.” The epistemic step yields the negation of (11b), strengthening (11a) as desired.

1.2.2 The semantic theory

The pragmatic theory predicts the computation of strengthening to always take place based on en-
tire sentences, because the phenomenon is due to post-semantic abductive reasoning about speak-
ers’ intentions. The last two decades have seen a flurry of research problematizing this view (see
Chierchia 2004 for early work on this) and suggesting that strengthening should be computed by a
covert operator, called Exh(aust) (Chierchia 2006; Fox & Hackl 2006; Fox 2007; Chierchia et al.
2012; Sauerland 2012; Bar-Lev & Fox 2017; Fox & Spector 2018). Exh is present syntactically
and can scope over subconstituents of sentences; as such, it affects the semantic rather than prag-
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matic meaning of sentences. This is presumably not meant to replace the notion of pragmatic
strengthening, but its explanatory power overlaps with many of the effects discussed in the prag-
matic strengthening literature.

One kind of evidence that there exists semantic strengthening is the apparent ‘strengthening’ of
a particular constituent taking place despite this leading to a global weakening of the sentence. In-
deed, scalar implicatures typically reverse in DE environments (e.g., Horn 1972, Fauconnier 1975,
Levinson 2000, Chierchia 2004) such as the antecedents of conditionals. In (13), for example, or
is interpreted inclusively.

(13) If you take salad or dessert, you’ll be real full. (Chierchia et al. 2012:2306)

However, as Chierchia et al. (2012) observe, it is in fact possible to intuit exclusive disjunctions in
antecedents:

(14) If you take salad or dessert, you pay $20; but if you take both there is a surcharge.
(Chierchia et al. 2012:2306)

The exclusiveness of or means that the constituent you take salad or dessert is stronger than it
would have been on the inclusive meaning, but the entire sentence is weaker. This is unexpected
from the pragmatic theory of strengthening.

On the other hand, if strengthening comes from a semantic operator Exh (written in LFs as
Exh,. 1, given that it takes a set of alternatives as its first argument), we can strengthen only a
particular constituent regardless of the consequences for the entire sentence. For now, let’s simply
define Exh as asserting both the truth of its prejacent (the constituent it scopes over) and the falsity
of all stronger alternatives. Let’s assume, for the time being, that (14)/(15) has the alternatives
in (15a) and that Exh excludes all alternatives stronger than its prejacent. With this in place, we
obtain the meaning in (15b) for the antecedent and in (15¢) for the entire sentence.

(15)  If [Exhupr [you take salad or dessert||, you pay $20; but if you take both there is a sur-
charge.

a. ALT = {you take salad or dessert, you take salad and dessert}
b.  [Exhyr [you take salad or dessert|] = 1 iff
you take salad or dessert A you do not take salad and dessert.
c.  [If [Exharr [you take salad or dessert|], you pay $20] = 1 iff
you pay $20 if you take salad or dessert but not both.

This correctly captures the intuited meaning, something which could not be done from the prag-
matic theory as laid out in section 1.2.1.

Another argument from Chierchia et al. (2012) for semantic strengthening comes from the
embedded computation of exhaustivity in upward-entailing (UE) environments. Some of their
discussion focuses on Hurford’s Constraint (16), the observation that in sentences with disjunction,
neither disjunct can entail the other (Hurford 1974; Singh 2008b).

(16) The joining of two sentences by or is unacceptable if one sentence entails the other; oth-
erwise the use of or is acceptable. (Hurford 1974:410)

The constraint is well-motivated from simple contrasts like (17).
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17 a. Aishais an American or a Russian. (Hurford 1974:410)
b. #Aisha is an American or a Californian.

An apparent counterexample to Hurford’s Constraint comes from examples with scalar expressions
in one of the disjuncts:

(18) a. Aisha solved the first or the second problem or both.
b.  Aisha read some or all of the books.
(Chierchia et al. 2012:2309; they cite Gazdar 1979 for (b))

These data can be reconciled with Hurford’s Constraint if they involve an exclusive or in the
first disjunct of (18a) and the ‘some but not all’ meaning for some in (18b). But a pragmatic
strengthening effect, laid out in (19) for ease of presentation with an Exh at the root of the sentence,
would fail to derive this:?

(19) Exh,;r [Aisha read some or all of the books].

Aisha read some or all of the books,
a. ALT = Aisha read all or all of the books ( = Aisha read all of the books),
Aisha read some and all of the books ( = Aisha read all of the books)
b.  [(19)] = 1 iff Aisha read some or all of the books A —[Aisha read all of the books].
= Aisha read some but not all of the books.

This result not only fails to make the data compatible with Hurford’s Constraint, but in fact yields
a meaning that is entirely alien to the intuited meaning of the sentence.® In contrast, Chierchia
et al. (2012) suggest to strengthen the first disjunct of the sentences in (18) through an embedded
Exh taking only that disjunct as its prejacent (in (20), I strike-through elided material, and ignore
for simplicity the strengthening of or to being exclusive):

(20) [Exhrr [Aisha read some of-the-books|| or Aisharead all of the books.

a. ALT = {Aisha read some of the books, Aisha read all of the books}
b.  [Exhair [Aisha read some of the-books]| = 1 iff
Aisha read some of the books A —[Aisha read all of the books].
c.  [(20)] = 1 iff Aisha read some but not all of the books, or Aisha read all of the books.

As can be seen in (20), this embedded Exh scoping above only the first disjunct means that (18b)
can in fact be reconciled with Hurford’s Constraint. Assuming the validity of the constraint, this
constitutes an argument in favour of embedded, and therefore necessarily semantic, exhaustifica-
tion.

1.2.3 No lexical-pragmatic alternative to the grammatical theory

Sauerland (2012) asks whether the data that the semantic theory is meant to cover might alterna-
tively be explained by augmenting the pragmatic theory of SIs with a lexical ambiguity among

3In (19), the alternatives are inspired by Sauerland (2004). I have left out single-disjunct alternatives (see section
1.2.4) for simplicity; nothing hinges on this.

This means that something must block the LF in (19); presumably it is precisely the fact that Exh’s prejacent
violates Hurford’s Constraint.
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weak scalar expressions. On this alternative view, non-maximal scalar terms would be ambiguous
between their weak meanings and a stronger meaning corresponding to a lexicalization of an impli-
cature. In other words, some would be ambiguous between its existential meaning and a stronger
‘some but not all’ meaning. Sauerland (2012) suggests that the data brought up by Chierchia et al.
(2012) as evidence for the grammatical theory could just as well be explained in this way. For in-
stance, the meaning of (21a) (repeated from (13)) would come from the lexically inclusive version
of or, while the meaning of (21b) (repeated from (14)) would come from the lexically exclusive
version of or.

(21) a. If you take salad or dessert, you’ll be real full.
b. If you take salad or dessert, you pay $20; but if you take both there is a surcharge.

It would not do to only use lexical ambiguity to capture SIs; this would mean that implicatures
could only be local or not be at all. Sometimes, however, what is needed is a global implicature
together with a weak lexical meaning for a non-maximal scalar expression. Consider (22):

22) Aisha doesn’t like all of Beethoven’s symphonies. (Sauerland 2012:41)
~ Aisha likes some of Beethoven’s symphonies.

On the pragmatic view, the ‘indirect implicature’ in (22) that Aisha does like some of Beethoven’s
symphonies arises from the negation of the alternative Aisha doesn’t like some /any of Beethoven’s
symphonies (Sauerland 2012:42). The lexical-ambiguity approach, unless reinforced with the pos-
sibility of global pragmatic implicatures, is a non-starter for (22): the inference must be calculated
above not, so that the double negation yields the positive meaning that Aisha does like some of
Beethoven’s symphonies. Hence, to deal with the existence of both embedded and globally com-
puted SIs, linguists wishing to reject the semantic approach to strengthening would need both
lexical ambiguity and the pragmatic computation of implicatures.

Sauerland (2012) points out that this effort at avoiding semantic strengthening cannot deal
with any ‘intermediate’ computation of SIs—computation which is neither global nor so local as
to be possibly captured by the availability of a strong lexical meaning. His examples make use of
Hurford’s Constraint too. He points to the following example as requiring an intermediate impli-
cature in order not to violate Hurford’s Constraint (citing personal communication with Benjamin
Spector):

(23) Either Aisha must read at least three of the books or she must read at least four of them.

The plain meaning of the second disjunct entails the plain meaning of the first; this would vio-
late Hurford’s constraint, if there was no intermediate strengthening on at least the first disjunct.
Strengthening must be computed above must but below or:

(24)  a. Either [Exh,r [Aisha must read at least three of the books|| or she must read at least
four of them.
b.  [Exhsrr [Aisha must read at least three of the books|] =
Aisha must read at least three of the books A
—[Aisha must read at least four of the books] A
—[Aisha must read at least five of the books] A

_|---

1 iff
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With the first disjunct exhaustified in this way, the second disjunct no longer entails it, making the
sentence compatible with Hurford’s Constraint. The presence of intermediate implicatures is pre-
dicted by the semantic theory, but not by the pragmatic theory augmented with lexical ambiguity.
As Sauerland (2012) concludes, this is a strong argument in favour of the semantic theory.

1.2.4 Non-weaker alternatives, and innocent exclusion and inclusion

We have just concluded that strengthening is best captured through a grammatical operator, Exh,
which is defined as asserting both its prejacent and the negation of stronger alternatives. In this
section, I tweak Exh’s meaning in two ways, and point to a third possible tweak that has been
suggested in the literature but which I will remain agnostic about. First, there is evidence that Exh
excludes non-weaker alternatives, not just stronger ones; in other words, logically independent
alternatives are excluded too. Second, I follow Fox’s (2007) proposal to make Exh only exclude
alternatives which can all be excluded consistently (‘innocently excludable’ alternatives). Finally,
I outline why Bar-Lev & Fox (2017) and Bar-Lev (2018, 2021) depart more radically from Exh’s
traditional meaning in also taking it to assert that those alternatives which cannot be excluded are
in fact true (as long as no contradiction arises from this ‘inclusion’). Exh does not only exclude
innocently excludable alternatives but also includes innocently includable ones. I will remain
agnostic about this last proposal; it will come up a few times in the thesis, but it will play almost
no role in my own argumentation.

Non-weaker alternatives

So far, I have described strengthening as involve the negation (exclusion) of stronger alternatives.
As pointed out by Chierchia et al. (2012), however, this makes wrong predictions for weak scalar
expressions in non-monotonic environments:

(25) Exactly one student solved some of the problems. (Chierchia et al. 2012:2325)

(25) means that exactly one student solved some but not all the problems. To obtain the ‘not all’
meaning for some, (25) must involve the exclusion of the alternative in (26).

(26) Exactly one student solved all of the problems.

Together, (25) and the exclusion of (26) mean that exactly one student solved at least one of the
problems, and it is not the case that exactly one student solved all of the problems. It cannot be
that more than one student solved all of the problems, because if this was the case, it would also
be the case that more than exactly one student solved at least some of the problems. Therefore, it
must be that exactly one student solved at least some of the problems and no student at all solved
all of the problems. The student who solved some of the problems, it follows, did not solve all of
them.

But (26) is neither stronger nor weaker than (25). In order for Exh to negate (26), it must
be defined so as to exclude not only stronger alternatives, but all non-weaker alternatives. If so,
alternatives which are logically independent from the prejacent of Exh are excluded too.
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Innocently excludable alternatives

The second tweak to Exh is to define it as an ‘intelligent’ operator that is designed not to create
contradictions out of non-contradictory lexical material. This is well motivated. To see this, let’s
first consider what the alternatives for disjunctions are once again. Consider disjunctions under
universals, as in either of the examples in (27).

(27) a.  Every student went to Winnipeg or Montréal.
b.  Aisha must go to Winnipeg or Montréal.

If disjunctions only had one alternative obtained by replacing or with and, the only inferences we
would obtain for the examples in (27) are the following:

(28) a. —[Every student went to Winnipeg and Montréal]
b. —[Aisha must go to Winnipeg and Montréal|

But this is not enough to capture the intuited meanings of the sentences in (27). Indeed, (27a)
does not only convey that not all students went to both cities; it also conveys that not every student
went to Winnipeg, and not every student went to Montréal. Likewise, (27b) does not only convey
that Aisha does not have to go to both cities; it also conveys that Aisha does not have to go to
Winnipeg, and she does not have to go to Montréal (but she does have to go to one of them). The
exclusions in (28) do not capture this. If Exh only resulted in the exclusions in (28), it could be
that all the students went to Winnipeg, but only half to Montréal; and it could be that Aisha must
go to Winnipeg, and can decide whether she goes to Montréal.

The shortcoming of only having an alternative with and can be overcome by claiming that each
disjunct is itself an alternative, as in (29) for (27a). The hypothesis that disjuncts are alternatives to
disjunctions was initially put forward by Sauerland (2004), but due to different empirical concerns.

Every student went to Winnipeg or Montréal,
Every student went to Winnipeg,
Every student went to Montréal,

Every student went to Winnipeg and Montréal

(29) ALT =

Exhaustifying (27a) with the alternatives in (29) excludes that every student went to Winnipeg and
that every student went to Montréal, as desired.

On the other hand, if disjunctions have each disjunct as an alternative, a puzzle emerges for
simpler sentences like (30), where the disjunction is not embedded under a universal.

(30) Aisha went to Winnipeg or Montréal.
Since each disjunct is stronger than the assertion, one would expect Exh to negate each disjunct.
But the negation of both disjuncts contradicts Exh’s prejacent, according to which at least one of

the disjuncts must be true.

(31)  [Exhupr [Aisha went to Winnipeg or Montréal|]
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A. went to Winnipeg or Montréal A
—[A. went to Winnipeg] A
—[A. went to Montréal] A
—[A. went to Winnipeg and Montréal|

=1 iff = contradiction

To avoid each disjunct being negated in sentences like (30) while still giving rise to excludable
alternatives in cases like (27), Fox (2007:8§6.1), reworking a pragmatic proposal from Sauerland
(2004), suggests to define Exh so as to make it avoid contradictions (pace Chierchia 2013). On this
view, Exh only excludes alternatives that can be consistently negated with one another and with
the assertion of the prejacent. This is called ‘innocent exclusion’; only ‘innocently excludable’
alternatives are excluded by Exh.

32) Innocent Exlusion procedure: (Bar-Lev & Fox 2017:99)
a. Take all maximal sets of alternatives that can be negated consistently with the preja-
cent.

b.  Only exclude (i.e., negate) those alternatives that are members in all such sets—the
Innocently Excludable (= IE) alternatives.

In other words, the subset of alternatives that are innocently excludable must be both consistent and
chosen non-arbitrarily. For a disjunction A or B (like the simple sentence in (30)), which has the set
of alternatives {A or B, A, B, A and B}, only the alternative A and B is innocently excludable. A and
B cannot both be negated consistently with the prejacent, so they are not negated. (30) therefore
has the non-contradictory truth conditions in (33).

(33) [(30)] = 1iff A. went to Winnipeg or Montréal A A. did not go to Winnipeg and Montréal.

Innocently includable alternatives

The ‘innocent exclusion’ property of Exh is an important factor in designing it so as to avoid the
creation of contradictions, but it is essentially aligned with the general view that strengthening
(whether pragmatic or semantic) involves the negation of stronger or even non-weaker alterna-
tives. A more substantial break from the typical meaning of Exh is proposed by Bar-Lev & Fox
(2017) and Bar-Lev (2018, 2021), who claim that Exh asserts that non-excluded alternatives are
true, rather than simply ‘leaving them be.” That is, Exh includes non-excluded alternatives. To
avoid the creation of contradiction, like with exclusion, we use a notion of innocently includable
alternatives—alternatives whose truth can be asserted consistently.

(34) Innocent Inclusion procedure: (Bar-Lev & Fox 2017:102)

a. Take all maximal sets of alternatives that can be asserted consistently with the preja-
cent and the falsity of all [innocently excludable] alternatives.

b.  Only include (i.e., assert) those alternatives that are members in all such sets—the
Innocently Includable (= II) alternatives.

Bar-Lev & Fox (2017) make the case for this to capture Free Choice effects like (35).

35) You can play hockey or lacrosse.
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With an Exh capable of Innocent Inclusion, Free Choice can be captured simply by having an Exh
operator above the disjunction:

(36) a. Exh,;r [You can play hockey or lacrosse].
You can play hockey or lacrosse,
You can play hockey,
You can play lacrosse,
You can play hockey and lacrosse
(i)  IE alternatives: {You can play hockey and lacrosse }
You can play hockey or lacrosse,
(i)  II alternatives: You can play hockey,
You can play lacrosse
c. [(36a)] = 1 iff you can play hockey A you can play lacrosse A you can’t play both.

Bar-Lev & Fox (2017:102 fn. 4) defend the view that exclusion takes place before inclusion from
the simple datapoint in (37) (modified slightly):

(37) Some of the boys came.

(37) has the alternative all of the boys came. If inclusion took place before exclusion, (37) would
end up meaning that all of the boys came. Thus, exclusion must take place first.

Innocent Inclusion will not play a big part in this thesis; I mention it here for the few sections
where it will. While I personally find that the idea is appealing, little in my own argumentation
will hinge on it, so for the purposes of this thesis I will for the most part remain agnostic.

Interim summary

In this subsection, we have reviewed three components of Exh’s meaning. It excludes all non-
weaker alternatives rather than only stronger ones; it does not knowingly create contradictions by
excluding alternatives whose negations are not consistent with one another or with the prejacent;
and (if Bar-Lev & Fox (2017) and Bar-Lev (2018, 2021) are right) it includes alternatives which
are not excluded and which can be asserted consistently with the prejacent and the exclusion of the
excludable alternatives.

1.2.5 Alternatives and syntactic complexity

The last piece of background on exhaustivity I discuss has to do with the nature of the alternatives
that Exh might exclude. I follow Katzir (2007) and Fox & Katzir (2011), who argue that alterna-
tives are restricted syntactically: they can be equally syntactically complex as the prejacent, or less
complex, but they cannot be more syntactically complex.

Katzir (2007) builds this argument due to the ‘symmetry problem’ (a term he ascribed to class
notes by Kai von Fintel and Irene Heim). As described by Katzir (2007:673):

for any ¢’ that is stronger than ¢, and that we would like to reason about [i.e., consider
as an alternative to ¢], there is another alternative, " = ¢ A —¢’, which is also stronger
than ¢, and which would license an inference in the opposite direction. Combined, ¢’
and ¢” license only ignorance inferences, contrary to fact.
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What this means in the case of the expression some is that it would not be strengthened to mean
‘not all’ if it had both all and some but not all as alternatives, as in (38b).

(38) a. Exh,pr [Aisha ate some of the apples]. (~ Katzir 2007:673)
Aisha ate some of the apples,
b. ALT = Aisha ate all of the apples,

Aisha ate some but not all of the apples

There is no innocently excludable alternative in (38b); Aisha ate all of the apples and Aisha ate
some but not all of the apples are both stronger than Exh’s prejacent, but they produce inconsistent
results if they are both negated. Katzir’s solution to the symmetry problem is to claim that in
fact, Aisha ate some but not all of the apples is not an alternative to Exh’s prejacent in (38a).
He suggests that it cannot be an alternative because it is syntactically more complex than Exh’s
prejacent. Katzir claims that alternatives can be created by replacing lexical items with other lexical
items, or deleting parts of the syntax, but not adding new structure to the syntax.

There is one important exception to this: Katzir (2007:85) posits that expressions that are syn-
tactically more complex than Exh’s prejacent can be alternatives if they are contextually provided.
Specifically, a phrase ¢’ can be an alternative to another more simplex phrase ¢ if ¢’ is a syntactic
constituent of the same sentence that ¢ is in. Katzir introduces this to deal with examples like (39):

(39) It was warm yesterday, and it is a little bit more than warm today. (Matsumoto 1995:44)
~> It was not a little bit more than warm yesterday.

Katzir (2007:687) points out that “more or less any ...inference can be triggered if the relevant
material is already part of the structure,” as in (40), which can be read as carrying the inference
that it was not sunny with gusts of wind yesterday.

(40) It was warm yesterday and it is warm and sunny with gusts of wind today.
(Katzir 2007:687)

I will follow Katzir (2007) in this thesis in assuming that, unless contextually provided, an ex-
pression’s alternatives must be no more syntactically complex than the expression. On the other
hand, while Katzir assumes that contextually provided alternatives must be provided by the sen-
tence rather than prior discourse (without defending this claim), I will not follow this assumption:
complex alternatives can generally be contextually provided, whether by the same sentence or a
previous sentence.

1.2.6 Interim conclusion: a working definition for Exh

Taking stock, we have seen in this section that strengthening effects are the result of a semantic
Exh operator, present in the syntax. I assume that it excludes non-weaker innocently excludable
alternatives, and it might also include innocently includable alternatives. Its alternatives are syntac-
tic objects which can be at most as complex as its prejacent, unless a syntactically more complex
phrase is contextually provided.

Putting this together, we can define Exh as in (41), closely following Bar-Lev & Fox (2017:104).
The set of alternatives is written as a subscript on Exh. I include Innocent Inclusion in (41) for
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thoroughness (as written above, I remain agnostic for this thesis).7

@1)  a.  [Exhay S]¥ = 1iff
[S]¥ = 1 A VS € IE(S, ALT)[[S]Y = 0] AVS” € II(S, ALT)[[S"]" = 1].
b.  IE(S,ALT) = N{ALT C ALT : ALT’ is a maximal subset of ALT, such that
{w:[S]" =1AVS € ALT[[S']" = 0]} # 0.
c. I(S,ALT) = N{ALT” C ALT : ALT” is a maximal subset of ALT, such that
{w:[S]¥ =1AVS" € ALT"[[S"]" = 1] AVS’ € IE(S, ALT)[[S']" = 0]} # 0.

While this is the working definition I will use for most of this thesis, I will redefine Exh in chapter
6 according to the trivalent semantics of Bassi et al. (2021). And again, the notion of Innocent
Inclusion will play no role in the original arguments I will make in this thesis; I only include it now
because it will surface in other linguists’ arguments later. The only part of my own argumentation
that will hinge on the notion of inclusion will come when I will tentatively adopt Bar-Lev’s analysis
of plural homogeneity effects in chapter 6.

1.3 Additive particles and their interaction with exhaustivity

We have just built up a theory of strengthening which I will use as the basis for this thesis. We now
turn to recent work on additive particles, which has opened a new route to finding strengthening
effects in language. Bade (2014, 2016) (cf. Krifka 1998; Sebg 2004; Aravind & Hackl 2017)
discusses additive particles (the focus particles also and too), and more specifically cases where
these are obligatory, as in (42). The observation that additives are sometimes obligatory goes back
to Green (1973) and Kaplan (1984).

(42) A: Who sang at the party?
B: Aisha sang. Ben sang #(t00).

Bade argues that such ‘obligatory additive’ effects arise when unwanted exhaustification would
take place without the additive. Without the additive, B’s answer in (42) would mean that only
Aisha sang, and only Ben sang—a contradiction in discourse. Turning Bade’s discussion on its
head, we can use obligatory additives to uncover exhaustivity effects: if an additive is necessary
in sentence ¢, it must be there because the version of ¢ without the additive, ¢’, has an Exh
operator creating a semantic problem. That is, we can use obligatory additive particles to uncover
exhaustivity effects we might not have otherwise noticed. This will be one of the basic tools used
in this thesis.

In this section, we simply review arguments about additive particles and what makes them ever
be obligatory. I start with the view that additives are necessary to avoid unwanted exhaustivity
effects (section 1.3.2), then turn to an alternative approach based on the principle of Maximize
Presupposition (section 1.3.3). Finally, section 1.3.4 overviews arguments in favour of the first of
these approaches over the second. But before heading into these theories, let’s make sure we have
a bit of ground to stand on by better understanding the lexical meaning of additives.

"The fact that Exh asserts its prejacent in (41) actually falls out from the Innocent Inclusion operation (Bar-Lev &
Fox 2017:104 fn. 6), but I have written it out separately anyway for clarity.
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1.3.1 The meaning of additives

Additive particles are presuppositional focus particles. In the discourse in (43), the second sentence
(S2) carries a presupposition that is paraphrasable as ‘someone other than Ben went to the party’
or perhaps more specifically ‘Aisha went to the party.’

(43) Aisha went to the party. Ben also went to the party.

Of my paraphrases, the former is only ‘existential’ whereas the second is stronger due to being
anaphoric. Either meaning for additives’ presupposition predicts also to be licensed in (43). As
stated above, additives are focus particles; in (43), Ben is focused and it is also’s ‘associate.” If
also 1s anaphoric, Aisha (went to the party) would be also’s ‘antecedent.’

Kripke (2009[1990]) shows that the presupposition of additives is not just existential: (44)
requires a salient proposition of the form x is having dinner tonight (where x # Aisha). It is not
enough for conversational participants to know others are dining too. (44) cannot be uttered out of
the blue; for it to be felicitous, the conversational participants must have a particular individual in
mind who is having dinner that night in addition to Aisha.

(44)  Aishais also having dinner tonight.

The view that additives are more than merely existential has been widely adopted (Soames 1989,
Heim 1992, Zeevat 1992, 2002, Beaver 1997, Asher & Lascarides 1998, van der Sandt & Geurts
2001, Geurts & van der Sandt 2004, Chemla 2008, Bade 2016, Gobel 2019, pace Ruys 2015),8
although not all proposals that are ‘more than existential’ are the same in the details.

On the one hand, there are truly anaphoric proposals for additives, which essentially treat them
like pronouns. One such proposal comes from Heim (1992), who deals with additives’ anaphoricity
through indexation. (45) follows the spirit of her proposal in having also co-indexed with some
proposition g(i) from the alternatives of the prejacent.

(45)  [also;]® = AALT (. Ap.Aw: g(i) € ALT Ag(i)(w) Ag(i) # p. p(w).

Thus, assuming an assignment function g where [1 — Aw. sing(a)(w)], the truth conditions in (46b)
hold for the S2 in (46a). Note that it is required that Aisha sang in order for the S2 to be true, even
if only Ben is overtly mentioned in the sentence; as such, with this indexation, S2 entails that Aisha
sang.

(46) a. [Aishasang];. Ben also; sang.
1 if sing(a) Asing(b),
b. [also; [Benp sang]]® = < 0 if sing(a) A —sing(b),
# otherwise

Some authors have weaker ‘anaphoric-like’ presuppositions only requiring the existence of a
true alternative proposition in the set of alternatives. This is a sort of ‘specific existential’ presup-

8Karttunen & Peters (1979) are cited by Kripke (2009[1990]:371, fn. 9) as providing an existential analysis of
additives; this is true in their formalism (p. 35), but in their prose (p. 33), they write that “‘John drinks too’ entails that
there is someone else under consideration other than John who drinks” (my emphasis). That is, the fact that (44) is
infelicitous out of the blue is aligned with what Karttunen & Peters (1979) write in their prose. Looking ahead, their
prose corresponds to the ‘specific existential’ lexical entry in (47).
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position. For example, Gobel (2019:289) gives (47).
(47)  [also] = AALT (. Ap.Aw:3q[q € ALT A p # g Ag(w) = 1]. p(w).

While not anaphoric per se, this is more than a mere existence presupposition because there must
be an identifiable true proposition in the sentence’s alternatives. Kripke’s example (44) is correctly
predicted to be infelicitous if there is not another individual who is an alternative to Aisha and
whom the common ground entails to be having dinner that night. The fact that someone somewhere
is having dinner in addition to Aisha is not enough to satisfy the presupposition in (47).

I will follow Heim’s approach in this thesis, and bring up this ‘specific existential’ alternative
when relevant in chapter 3.

1.3.2 Obligatory additives as avoiding unwanted strengthening effects

The first set of theories about obligatory additives relies on the claim that Aisha and Ben in dis-
courses like (48), repeated from (42), are contrastive topics (see Biiring 2016).

(48) A:  Who sang at the party?
B: Aisha sang. Ben sang #(t00).

Krifka (1998:121) calls each of the two sentences in B’s answer a ‘contrastive answer, because
each only provides information on a proper subset of the contrastive topics (e.g., Aisha sang re-
mains mum on Ben). He posits a ‘distinctiveness’ constraint on contrastive answers; in (49), T is
the contrastive topic and C is the focus of the comment (corresponding to the entire comment, viz.
sang, in these examples).

49) Krifka’s distinctiveness condition (Krifka 1998:122)
If[...Tg...Cp...] is a contrastive answer to a question Q, then there is no alternative T’
of T such that the speaker is willing to assert [...T"...C ...].

That is, if Aisha and Ben are contrastive topics, Aisha sang implies (due to (49)) that there is no

other true answer of the form x sang. Interestingly, Krifka (1998:122) suggests that this constraint

has its roots not from the maxim of Quantity but the maxim of Manner: “if the speaker could assert
[...T"...C ...], the speaker would have asserted it right away by way of conjoining T and T'”;

indeed, “the answer [... T A T'...C ...] is shorter than the answer [...T...C...]A[...T'...C
)7

Given that Aisha sang in (48) is a contrastive answer, the distinctiveness condition ensures
that the sentence means that Aisha is the only individual among the contrastive topics such that
the speaker is willing to assert that she sang. That is, without the additive, the first sentence in
B’s answer means that Ben did not sing. For this theory to work, we need to claim that additives
“allow us to get around the distinctiveness constraint” (Krifka 1998:122). How exactly additives
allow the circumvention of unwanted strengthening effects is the focus of my chapter 3, so I put
this question aside for the time being.

S&bg (2004) provides some data that are problematic for the details of Krifka’s analysis. In
particular, some instances of obligatory additives can be observed where no conjunction ([...T A
T’ ...C...] in Krifka’s notation) would have been possible or desirable. One such case is if the
first sentence is strictly stronger than the second:
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(50)  To the north [Swift Deer could see] the yellow-brown desert, a lot belt of green cactus-
covered ridges and distant blue mountain ranges with sharp peaks. To the south #(too)
he could see mountains. (Saebg 2004:206)

The maxim of Manner would not require too here, because “To the north and to the south lay the
yellow brown desert, ...  is not a viable alternative (being false, assuming that to the south, there
are only mountains). Returning to the empirical content of (48), (51) makes the same point as (50):

(&2))] Aisha sang badly. Ben #(also) sang.

In (51), Aisha and Ben sang badly is not a viable alternative if Ben did not sing badly, so Krifka’s
approach does not predict the necessity of the additive.

The second case S@bg (2004) brings up is when some distance in discourse separates the
sentence with the obligatory additive and its antecedent, as in (52). In such cases, the antecedent
is often not intuited as a contrastive topic. As Sebg (2004:207) writes, in (52), “the first paragraph
does not suggest that we can only form things out of Lego blocks.”

(52) So now you see what I meant about Lego blocks. They have more or less the same
properties as those which Democritus ascribed to atoms. And that is what makes them so
much fun to build with. They are first and foremost indivisible. Then they have different
shapes and sizes. They are solid and impermeable. They also have ‘hooks’ and ‘barbs’ so
that they can be connected to form every conceivable figure. These connections can later
be broken so that new figures can be constructed from the same blocks. ...

We can form things out of clay #(too), but clay cannot be used over and over, because
it can be broken up into smaller and smaller pieces. (Sebg 2004:207)

Since clay was not even under consideration at the point in the discourse where Lego blocks are
discussed, the maxim of Manner once again cannot explain the required presence of the additive
in (52): we cannot posit an alternative of the form Now you see what I meant about Lego blocks
and clay without significantly restructuring the discourse.”

These concerns can be alleviated by Bade’s (2014; 2016) reformulation of these theories as
claiming that additives are obligatory to avoid unwanted semantic exhaustification rather than
Gricean implicatures. On Bade’s approach, contrastive topics, being focused, are exhaustified,
with other contrastive topics as alternatives. Without the additive, B’s answer in (48) has the fol-
lowing LFs and truth conditions (assume Aisha, Ben, and Carrie are the contrastive topics in the
discourse):

(53) a. [Exhp.r [Aishap sang]|] = 1 iff Aisha sang A Ben didn’t sing A Carrie didn’t sing.
b. [Exhsrr [Beng sang]] = 1 iff Ben sang A Aisha didn’t sing A Carrie didn’t sing.
= contradiction in discourse

9Sabg’s (2004:213) solution to these difficulties is to define additives so that they effectively conjoin the topic of
their sentence with some alternative. In (50), for example, the sentence with foo means ‘To the south and to the north,
he could see mountains.” Additives result in ‘aggregate contrastive topics’ in their own sentences (Sebg 2004:214),
without affecting prior sentences. I will show in chapter 3 that it is insufficient to understand additive particles as only
affecting their own sentences; they must also be able to affect prior ones.
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Again, we will discuss how additives fix the problem in (53) in chapter 3. Bade simply suggests that
additives allow Exh to disappear; let’s go with this proposal for now as a placeholder hypothesis
until chapter 3.

On the exhaustification approach, Sebg’s examples are unproblematic. Let’s first consider
(54), repeated from (51), where the issue for the maxim of Manner analysis is that the comment in
the additive’s antecedent is strictly stronger than the comment in its host sentence.

(54) Aisha sang badly. Ben #(also) sang.

The exhaustification analysis predicts the additive to be obligatory due to the second sentence
alone, which has the meaning in (53b) and therefore contradicts the first. The same goes for
examples like (52), where only the sentence with the additive involves a contrastive topic. When
Lego blocks are first mentioned, they are not a contrastive topic and therefore not focused; if the
sentence is exhaustified at all, it would not create entailments about alternatives to the Lego blocks.
However, the sentence bringing in clay as an alternative to Lego blocks does exhaustify clay as a
topic contrasting with (at least) Lego blocks. Without the presence of also, this would contradict
the preceding discourse:'”

(55)  [We can form things out of clayr]
we can form things out of clay A
= 1 iff < we can’t form things out of Lego blocks A
we can’t form things out of ...

1.3.3 Obligatory additives as the result of Maximize Presupposition

An alternative approach to obligatory additive effects is the claim that additives are obligatory due
to being presuppositional; they are obligatory whenever their presupposition is met. This theory
makes use of the principle of Maximize Presupposition (e.g., Heim 1991, Sauerland 2008, Chemla
2008, Singh 2011, Schlenker 2012, Bade 2021), henceforth MP:

(56) Maximize Presupposition: (Chemla 2008:142)
Among a set of alternatives, use the felicitous sentence with the strongest presupposition.

This principle is observable due to a variety of cases where presuppositionally strong material
must be used instead of presuppositionally weaker or non-presuppositional alternatives. Exam-
ples of this phenomenon include the obligation to use definite articles over indefinites when their
uniqueness presupposition is met (Heim 1991) as in (57), as well as the obligation to use both
when its ‘cardinality of two’ presupposition is met (58) and to use know (which has a factive
presupposition) rather than believe when something is known by the speaker to be true (59).

(57) a. The sun is in my eyes. (Heim 1991)
b. #A sun is in my eyes.
(58) a. Both of Aisha’s eyes are open. (Singh 2011:150)

b. #All of Aisha’s eyes are open.

10Note that, on Katzir’s (2007) approach to alternatives, while Lego blocks is more syntactically complex than clay,
it can still function as an alternative due to being contextually provided.
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59) SCENARIO: The speaker has a sister. (=~ Chemla 2008:141)

a. Aisha knows that I have a sister.
b. #Aisha believes that I have a sister.

MP involves positing scales of alternatives according to presuppositional strength: {a, the}, {all,
both}, and {believe, know}.

Several authors (Amsili & Beyssade 2006, Chemla 2008, Sauerland 2008:590 fn. 2, Singh
2008a, 2011) have explained obligatory additives as stemming from MP. Doing so has the advan-
tage of collapsing the obligatory nature of additives with the obligatory nature of other presuppo-
sition triggering material (57)—(59). It also means that there is no puzzle about how additives can
fix problems associated with exhaustification (which makes our lives as linguists easier, but is not
an argument in favour of the MP approach).

A challenge for the MP approach is the question of what additives’ non-presuppositional scale-
mate is. On this approach, after all, in discourse like (60) (repeated from (42) and (48)), the second
sentence in B’s answer involves competitions between the two sentences in (61).

(60)  A: Who sang at the party?
B: Aisha sang. Ben sang #(t00).

(61) a. Ben sang.
b. Ben sang too.

Chemla (2008) simply posits the scale {0, roo}. But this concerns Singh (2008a): if Ben sang
too is said to compete with Ben sang, this means that the Maximize Presupposition account of
obligatory additives must come with a rejection of Katzir’s (2007) claim that alternatives are no
more syntactically complex than the assertion. If Katzir (2007) is right about alternatives, a speaker
should be able to say (61a) without (61b) even being considered as an alternative, therefore failing
to trigger any problem due to MP. To ensure that Ben sang and Ben sang too have the same syntactic
complexity, Singh claims that the scale 700 is in is not {0, too}, but rather {~, foo}, where ~ is
Rooth’s (1992) focus interpretation operator. On the standard approach, there is a ~ in both the
sentence Ben sang and Ben sang too, so to ensure equal complexity, Singh modifies Rooth’s theory
so that certain expressions like foo can interpret focus without ~.!!

If Singh’s solution to the problem of alternatives is accepted, MP offers a simple way to cap-
ture obligatory additive effects, which does not require a theory of how an additive could fix an
unwanted exhaustification effect.

1.3.4 Comparing the two theories of obligatory additives

We have seen that additives might either be obligatory when they are required to circumvent an un-
wanted exhaustivity effect, or because of the MP principle requiring presuppositional expressions
to be used instead of non-presuppositional ones when the presupposition is met.

! Another way to avoid the problem identified by Singh (2008a) would be to take @ in Chemla’s scale to refer not
to the absence of linguistic material, but to a covert meaningless lexical item with the same syntactic profile as too.
It is not clear to me whether this alternative really holds up given the rich array of possible syntactic loci for additive
particles; moreover, it is generally not conceptually appealing to posit phonologically and semantically null lexical
items (e.g., Chomsky 2001).
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There are several ways to tell the theories apart, and these favour the unwanted-exhaustivity
theory. Bade (2016) starts off by considering how additives behave in negative sentences. On
the MP account, negation is not expected to change whether an additive is obligatory, because
presuppositions project past negation. Indeed, we can see that under negation, presuppositionally
strong expressions are generally still required (62a), while exhaustivity effects are well-known
(e.g., Bassi et al. 2021) to disappear under negation (62b).

(62) a. With my sunglasses, I don’t have {#a, the} sun in my eyes.
b.  Aisha didn’t talk to Ben or Carrie. (#She talked to both.) (Bassi et al. 2021)
~~ it is not true that Aisha talked to just one of them

Based on work by Osterle (2015) and her own experiments (Bade 2016:§3.2.3), Bade (2016) shows
that the prediction of the MP account of obligatory additives is not borne out. Additives are no
longer obligatory under negation (see also Bade & Tiemann 2016 and Bade & Renans 2021):

(63) a. Aisha sang. Ben #(also) sang.
b. Aisha sang. Ben didn’t (also) sing.

Additives also become optional in other DE contexts where exhaustivity is known to optionally (in
fact, preferrably) disappear:

(64) Aisha came. (Bade 2021:12)

a. If Ben came (to00), the party was fun.
b. Did Ben come (t00)?

Since the presupposition of too projects in (64), just like the data with negation (63b), the MP
account predicts foo to be obligatory in (64) just like in (63b).

Another test proposed by Bade (2016) is to look at whether additives remain obligatory when
two clauses in a discourse are conjoined into a single sentence:

(65) Aisha sang and Ben (also) sang.

She shows experimentally that the additive is no longer required in these conjunctions. This is
expected from the unwanted-exhaustivity account: Exh could take global scope (66), from where
it would not create a contradiction needing to be fixed by an additive.

(66) [Exh,r [Aishar sang and Benp sang]]
= 1 iff Aisha sang A Ben sang A Carrie didn’t sing.

On the MP account, however, this is surprising: the additive’s presupposition is met in the second
conjunct, so it should be obligatory.

As such, I follow Bade’s conclusion that additives are obligatory as a way of circumventing
unwanted exhaustification effects, rather than due to their being presuppositionally stronger than
a putative non-presuppositional alternative. Moreover, new arguments in favour of the unwanted-
Exh account of obligatory additives will be provided in chapter 2.
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1.4 Basic assumptions in this thesis

The previous discussion sums up the relevant background for the thesis. In this section, I discuss
a few more general assumptions about semantics and syntax; later, in section 1.5, I will give a
chapter-by-chapter overview of the body of the thesis.

In this thesis, I will generally assume Fregean (‘formal’) semantics as spelled out by Heim &
Kratzer (1998), including their lambda notation and semantic types, and the generative syntax as-
sociated with the Minimalist Program (Chomsky 1995b), in particular as spelled out by Chomsky
(2001). I will mark examples with * if they are syntactically ill-formed and with # if they suffer
from any problem in meaning, whether it is general weirdness, falseness in a given scenario, or
(as will often be the case) internal problems in consistency (i.e., sentence-internal contradictions).
My formalism will depart from convention in a few specific ways, but these are intended as pre-
sentational shortcuts rather than substantial disagreement. Perhaps most saliently, it is standard
in formal semantics to overtly intensionalize expressions through world parametres or variables;
since intension plays an explicit role in very little of my discussion, I generally leave out world
variables, unless it is helpful to give an expression a presupposition (as a condition on worlds) or a
particular example requires them for empirical reasons.

In the rest of this section, I discuss the nature of predicates in formal semantics (section 1.4.1),
as well as some relevant syntactic assumptions (section 1.4.2).

1.4.1 Predicates in formal semantics

This thesis investigates strengthening in language specifically in the domain of the meaning of
predicates. I will largely focus on syntactically simplex, one-place ({er)) predicates like comedy
or red, with a focus on nouns and adjectives. I will occasionally bring up syntactically complex
predicates (VPs and PPs) like (for example) visits Aisha (visits is a two-place predicate, but visits
Aisha is already partially saturated) or on the table—in particular in chapter 4.

Focusing again on one-place simplex predicates, these have sets of individuals as their exten-
sions (see e.g. Montague 1973; Heim & Kratzer 1998; Coppock & Champollion in progress). Aisha
is a dog means that a € {x:x is a dog}, which we can abbreviate as dog(a). At first approximation,
then, the denotation of dog is the set of dogs or its characteristic function, as in (67):

1
(67)  [dog] = 0| ={a,c}
1

RSN
USN

However, Heim & Kratzer (1998) comment rather common-sensically that denotations similar
to (67) are inaccurate representations of human linguistic knowledge. Writing on the example
of the verbal predicate smokes, they find that displaying its meaning in a function akin to (67)
“would have required more world knowledge than we happen to have. We do not know of every
existing individual whether or not (s)he smokes. And that’s certainly not what we have to know
in order to know the meaning of ‘smoke’” (Heim & Kratzer 1998:21). This is quite right; if the
goal of semantics/linguistics is to model the linguistic knowledge of an idealized speaker, (67) is
clearly inadequate. The extension of the predicate is not its ‘meaning’; one can know the meaning
of a predicate without knowing its full extension. How, then, can the meaning of predicates be
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captured?

In early approaches to formal semantics, it was noted that defining predicates by their real-
world extension leads to a problem for predicates with no extension in the real world. The two
predicates in (68) have the same extension, so if all semanticists have to deal with predicates’

meanings is their extension, these predicates would mean the same thing (see Goodman 1949,
1953, 1968; Carnap 1955; Rescher 1959).

(68) a. [unicorn] ={}
b. [fairy] ={}

This is, of course, as wrong as it looks. For instance, ‘“we cannot justifiably substitute the term ‘uni-
corn’ for the extensionally empty term which occurs in the sentences” in (69) (Rescher 1959:626):

(69) a. A panacea can cure gold.
b. A centaur has the body of a goat.
c. A dragon can breathe fire.

It was proposed that predication should be intensionalized to deal with this issue. Rather than only
providing information about real-world extensions, predicates map individuals to the set of worlds
in which the predicate is true of them. If there are three animals, a, b, and ¢, and three worlds, w,
wy, and w3, the denotation of dog might be as in (70) (e.g., Carnap 1947, 1955, 1963):

a — {w,w}
(70)  [dog] = |b — {wa,ws3}
c —  {wi}

The issue of unicorn and fairy is solved because there are imaginary worlds where these exist, and
the predicates have different extensions in those worlds.

Intensionalizing predicates solves the issue of predicates with identical extensions in the real
world, but it does not provide a theory of the meaning of predicates. It would be easy to overstate
the difference that possible worlds make; (70) is just a function determining different extensions in
possible worlds. This can be brought out by rewriting the function in (70) as in the equivalent (71),
which defines a property as a function from worlds to sets of individuals (Géirdenfors 2000:62):

wr — {a,c}
(71)  [dog] = |w2 — {a,b}
w3 — {b}

This “shows the correspondence between the extensional and the intensional definition of a prop-
erty because the value of the function representing a property is a set of objects as in the extensional
case” (Girdenfors 2000:62). Stalnaker (1981) emphasizes this equivalence by calling this theory
an ‘extensional’ view of predication—*"“extensional in the sense that properties are defined by their
extensions in different possible worlds” (Stalnaker 1981:346).

As such, if we are interested in the meaning of predicates, intensionalizing predicates is not a
substantial improvement over the extensional approach of early work in formal semantics; it does
not provide a theory of their meaning. What we need is a sort of rule determining whether an
individual should count as a member of the set denoted by the predicate, without speakers of a
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language needing to be pre-equipped with knowledge of the membership of that set. As Stalnaker
(1981:347) writes, “What the standard semantics lacks is an account of properties that defines
them independently of possible worlds and of individuals. ... a property must be not just a rule for
grouping individuals, but a feature of individuals in virtue of which they may be grouped: not just
a propositional function, but something that determines a propositional function” (my emphasis; I
assume that by “a rule for grouping individuals,” he means a pre-defined, lexicalized extensional
function). Heim & Kratzer (1998) deal with the problems of a purely extensional approach to
predicate meanings by claiming that predicates’ meaning is a condition that must be met for them
to be true of an individual:

(72)  [dog]=[f:D—[W —{0,1}]. Forallx e Dand w € W, f(x)(w) = 1 iff x is a dog in w]
(adapted from Heim & Kratzer 1998:19, 20)

The idea is that the predicate dog is true of an individual x if the condition that x is a dog holds.
Clearly, (72) requires no memorization or lexicalization of who is and isn’t a dog in which world.
The fact that it specifies the extension of dog through a condition is what constitutes the meaning of
dog (see Heim & Kratzer 1998:22 on differences made by the ‘mode of presentation’ of extension
chosen by the semanticist).

At the same time, Heim & Kratzer’s proposal is not fully transparent because the condition
they posit is entirely reliant on metalanguage (‘is a dog’) whose status is not clarified. This can be
fixed easily by stating explicitly that the meta-language ‘dog’ involves a link between language and
the concept DOG (e.g., Pietroski 2018). (72) is tacitly relying on an unspecified theory of concepts
or world knowledge; we can simply make this explicit. We can define predicates like dog quite
simply as in (73a), but on the understanding that the meta-language constant dog refers to the set
of exemplars of the concept DOG (73b)—and take for granted that concepts allow for the active
categorization of exemplars, so that no memorization is necessary to know whether something is
an exemplar of a given concept.

(73) a. [dog] = Ax.Aw.dog(x)(w).
b. dog(x)(w) <> x € {y:yis an exemplar of the concept DOG} in w

This small change makes it explicit that, while our goal as semanticists is to understand the com-
position of lexical items and phrases into larger phrases, ultimately the symbols that combine have
meanings that make reference to mental modules that are non-linguistic in nature—here, concepts.
(73) 1s essentially a standard definition for predicates in formal semantics, but fleshes out a tacit
assumption.

Of course, I have not taken a stance on what exactly concepts are in (73); see Margolis &
Laurence (2021) for an overview of the literature on concepts. In chapter 2, I will briefly discuss
‘geometric’ approaches (van Fraassen 1967; Lambert & van Fraassen 1970; Stalnaker 1981; Gér-
denfors 2000); while I will reject a particular aspect of at least one such theory, it seems to me like
a promising path forward, and for that reason I will sometimes talk about ‘conceptual spaces’ to
refer to mental spaces populated by particular families of related concepts.

In this thesis, I will alternate rather freely between talking about ‘exemplars of concepts’ and
‘individuals in sets,” and indeed between ‘concepts’ and ‘predicates.’
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1.4.2 Some syntactic assumptions

A significant focus of this thesis is a locality constraint that I will posit on Exh operators, with
a focus on copular sentences. Syntactic assumptions will occasionally affect the nature of this
discussion; in this section, I briefly discuss the syntax of copular sentences and some assumptions
about phrase structure.

Copular sentences

While much of the data in this thesis will come from copular sentences, this is a thesis on the
meaning of predicates, not copular sentences. I will make the case for this in chapter 2 (section
2.2.2). Nonetheless, let me make some very basic points about copular sentences.

The copular sentences I will be concerned with in this thesis are ‘predicational” as in (74); the
expression following be is a predicate, not an individual (as in the identificational This is Aisha,
for example).

(74) This piece of cloth is a flag.

I follow the common assumption that 7o be is semantically vacuous at least in predicational copular
sentences. In (74), flag is a one-place predicate taking the e-type individual this piece of cloth as
its argument.

There are several possibilities about the syntactic locus of the subject, this piece of cloth. In
(74), while this piece of cloth is spelled-out at Spec-TP, I follow the widely accepted predicate-
internal subject hypothesis (Zagona 1982, Kitagawa 1986, Contreras 1987, Kuroda 1988, Speas
1986, Sportiche 1988, Koopman & Sportiche 1991, Burton & Grimshaw 1992, Guilfoyle et al.
1992, McNally 1992, McCloskey 1997), according to which subjects are base-generated lower
than Spec-TP. Where is the phrase initially generated? Semantically, it does not matter much. It
could be the specifier of the DP a flag or of a PredP (commonly posited for copular sentences); I
will simply put subjects in Spec-vP, assuming a stative v corresponding to the verb ‘to be.” This
assumption will occasionally have implications for the relative scope of subjects and adjuncts like
additive particles or Exh: there will sometimes be cases where the relative height of reconstructed
subjects and such adjuncts will not be the same depending on whether subjects in copular sentences
are taken to be base-generated in Spec-vP or somewhere lower.

This brings us to the next syntactic issue worth mentioning, viz. the relative height of adjuncts
and specifiers.

Phrase structure

I will assume some version of Bare Phrase Structure (Chomsky 1995a), and as such not draw any
bar levels: non-complex heads X are dominated immediately by XP, not X’. Nothing hinges on
this. One question that will arise at a few points is the relative height of adjuncts and specifiers.
Adjuncts in standard X’-theory are located below specifiers: they are both immediately dominated
by and sister to X’. But adjuncts have also sometimes been taken to adjoin to maximal projections
above specifiers (see e.g. Hornstein et al. 2005:196). The few times that this comes into play, I will
simply consider both possibilities.
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1.5 Outlook

This thesis is organized as follows.

Chapter 2 constitutes the central empirical contribution of this thesis. Much as overviewed in
the introduction of the present chapter, I make two points. First, I argue that exhaustivity is at play
in the meaning of ‘taxonomic’ predicates like comedy or green, due to data like (75), repeated from

5).

(75) a.  This comedy is #(also) a tragedy.
b.  The white flag is #(also) green.

Second, I argue that this exhaustivity effect displays novel behaviour. Predicates are not only obli-
gatorily exhaustified, but also insist that the Exh operator associating with them be syntactically
local to them. I call exhaustivity effects that are subject to these twin requirements ‘controlled
exhaustivity’ effects; I contrast controlled exhaustivity with the ‘free’ exhaustivity standardly as-
sumed in the literature (e.g., Chierchia et al. 2012). The evidence for the locality requirement does
not only come from clause-internal contradictions like these sentences in (75) without the additive;
in fact, I will show that it is generally observable in the meanings of taxonomic predicates even in
non-contradictory sentences like (76).

(76) a. Every play on this shelf is a comedy.
b.  Every flag here is green.

In chapter 3, I discuss one of the central datapoints motivating the claim that exhaustivity is
involved in the observed meanings of predicates, namely additive particles, and their interaction
with exhaustivity. Taking for granted Bade’s (2014, 2016) claim that additives are obligatory when
and only when they serve to avoid unwanted exhaustivity effects, the question I discuss in this
chapter is how exactly they do this. There are two parts to this question. Consider again (77),
repeated from (7).

(77) A:  Who sang at the party?
B: Aisha sang. Ben sang #(t00).

Assume that in the absence of an additive, both sentences in B’s answer are exhaustified in a
problematic way; without the additive, B’s answer contains the LFs in (78).

(78) Exh,;r [Aishar sang]. Exh,r [Beng sang].

There are two problems that foo must fix: the fact that the first sentence contradicts the plain
meaning of the second, and the fact that the second sentence contradicts the plain meaning of the
first. In the chapter, I discuss several possibilities from the literature about how additives could
interact with Exh operators to ensure consistency in discourse: Exh operators might disappear
entirely, additives could weaken them by scoping underneath them syntactically, or additives could
involve pruning certain problematic alternatives from the domains of the Exh operators. I give new
evidence in favour of the latter approach. In the presence of an additive, (78) can be unpacked as
in (79) (where in the second sentence, the relative scope of also and Exh is immaterial).

(79) [EXh{Aisha sang, Ben-sang, Carrie sang} Aishap Sang]'
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also [EXh{Aésha—saﬂg, Ben sang, Carrie sang} Benp Sang]'

Chapter 4 discusses the types of expressions that control exhaustivity and what causes pred-
icates to be alternatives for the purposes of controlled Exh. The first half of the chapter moves
beyond simplex predicates like comedy or green to make the case that controlled exhaustivity can
also be found with complex phrases. It is observed with PPs (80a) as well as constituents which
might correspond to the VP or some larger clausal constituent (80b).

(80) a. The book about cats is #(also) about bicycles.
b.  The train crashed that killed Aisha #(also) killed Ben.

Sentences like (80b) in particular offer a promising empirical bridge between the sort of obligatory-
additive data discussed by Bade (2016) (e.g., (77)) and the data discussed in this thesis (which
mostly involves non-focused predicates, rather than contrastive topics). However, I leave for fu-
ture research how exactly to reconcile the two empirical domains. As for the paradigm with PPs
in (80a), I discuss this at much more length in the chapter; indeed, these data suggest that the
phenomenon of ‘thematic uniqueness’ well-known in the literature on thematic roles should be
thought of as part of a broader pattern, namely controlled exhaustivity. (80a) and data like it are
descriptively a thematic uniqueness effect, and best understood as the result of controlled Exh.

The second half of chapter 4 refocuses on the controlled-exhaustivity data with simplex predi-
cates, asking what predicates are alternatives to which. Why are green/white and comedy/tragedy
interpreted as mutually incompatible (meaning that they are alternatives for controlled Exh), but
not, for example, green/table or, say, mermaid /figure-skater? What is the relation that determines
whether two predicates are alternatives for controlled Exh? This relation is assumed in chapter 2
to be the relation of ‘co-hyponymy,” but several types of data complicate this, including the con-
trolled exhaustivity effects from PPs or VPs, as well as data with predicates that act as alternatives
despite not clearly being cohyponyms. There is a generalization that does seem to hold, namely
that predicates (including complex phrases) behave as alternatives if and only if they contribute
the same kind of information in a given sentence. I call the kind of information contributed by a
given predicate the ‘jurisdiction’ of the predicate. Following this line of thinking, I end up sug-
gesting that the acceptability of usually-incompatible predicates in certain circumstances can be
understood as a core part of the paradigm. For instance, fork and spoon are contradictory in (81a)
due to sharing jurisdictions, but are consistent in (81b) due to having different jurisdictions (the
form vs. the function of the object).

(81) a.  This fork is #(also) a spoon.
b. Poor Aisha! This fork is her spoon.

Moving on, chapter 5 turns to a particular subset of the data discussed throughout this thesis,
namely so-called ‘summative’ predicates (predicates which are true of an individual by virtue of
being true of that individual’s parts). Colour adjectives are such predicates; (82) is true if each part
of the flag is green.

(82) The flag is green.

Summative predicates control exhaustivity:
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(83) The white flag is #(also) green.

Throughout the thesis, colour terms are used as an example among other ‘controllers’ of exhaustiv-
ity; they are simply part of the general paradigm of taxonomic predicates controlling exhaustivity.
Analyzing them as such necessarily involves two claims: colour terms are lexically weak, and they
come with the exclusion of other colour terms.

In this chapter, I compare my analysis of summative predicates with two theories from the
literature on homogeneity effects that take sentences like (82) to involve universal quantification
over parts (rather than existential meaning paired with the exclusion of other predicates). Homo-
geneity is best known from examples with pluralities, where the observation is that pluralities in
positive sentences (84a) behave as universals, whereas pluralities in negative sentences (84b) are
interpreted as negated existentials.

(84) a.  The students sang. (plural homogeneity)
~ all the students sang
b.  The students did not sing.
~ none of the students sang

The same goes within atoms for summative predicates:

(85) a. The flag is green. (subatomic homogeneity)
~ all parts of the flag are green
b.  The flag is not green.
~ no part of the flag is green

The homogeneity paradigm has received a number of analyses in the literature, most of which
are tailor-made for pluralities, sometimes with the assumption that they should carry over to the
subatomic level as well. In the chapter, I focus on the ‘excluded-middle presupposition’ analysis
of Lobner (2000), Gajewski (2005) and others, as well as the Exh-based theory of Bar-Lev (2018,
2021).

These theories consistently run into problems with conjunction data like (86).

(86) The flag is white and green.

I show that the conjunction is necessarily interpreted as Boolean in sentences like (86). Both
the theories I focus on problematically predict (86) to mean that all parts of the flag are both
white and green. Whatever their status for plural homogeneity, these theories do not carry over to
subatomic homogeneity. Thus, chapter 5 effectively defends my controlled-exhaustivity account
of predicates’ strong meanings against potential competitors for a subset of the data (colour terms,
and more generally summative predicates).

Finally, chapter 6 turns to trying to explain the controlled nature of Exh with predicates. There
are two basic explananda: why predicates require the presence of Exh, and why they require Exh
to be local (in some sense) to them. To even begin answering these questions, we will need to deal
with two questions: whether it is really true that Exh is always present, and what the nature of its
locality horizon is. Building in part on the discussion in chapter 3 on the interaction between Exh
and additives, I argue that it is at least possible (and in some cases empirically necessary) to claim
that Exh is always present with taxonomic predicates. The three domains where Exh might appear
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absent are sentences with additives, with conjoined predicates, and under sentential negation. But
I will show that the data with both additives and conjunction require us to postulate one or more
Exh operators, whose problematic effects are simply neutralized by the domain-restriction of its
alternatives (in the case of additives) or its syntactic position (as I will argue is the case for alter-
natives). As for the negation data, here there is no need whatsoever to posit an Exh operator, but
it is possible to claim that there is one if we adopt the presuppositional Exh operator (‘Pexh’) of
Bassi et al. (2021). I will therefore do so, making it possible to claim that there is no exception
whatsoever to the obligatory and local presence of an Exh operator with taxonomic predicates.

From there, I will characterize the locality constraint on Exh as being that it must occur within
the XP headed by the predicate it associates with. This will involve analyzing the syntax of con-
junctions as involving the inheritance of the conjuncts’ category to the entire conjunction. The
goal is to capture that a single Exh operator can occur above both conjuncts, as in (87).

(87) aP

/\

Exhar aP

/\

aP

aP
/\ /\
a° ygereen  and aP
/\

ao \/Whlte

To capture that Exh is obligatorily present in taxonomic predicates’ XP, I argue that there is a
[uExh] feature on derivational morphemes (a’, n°, etc.): they must find an Exh operator to Agree
with. The [uExh]| feature can percolate upward along with labels, but no higher. Following Chom-
sky (2001) in assuming that (i) the failure to value unvalued features leads to a crash in the syntactic
derivation, and (ii) there is no upward agreement, positing a [uExh| feature on derivational mor-
phemes captures that Exh is both obligatory and necessarily local to them. The consequence of
this proposal is that derivational morphemes effectively clean up conceptual space: when they take
a root, they immediately require it to be exhaustified vis-a-vis similar roots, ensuring that whatever
overlap is presence in the conceptual module does not carry over linguistically (modulo and and
also).

Chapter 7 concludes by providing a brief summary of the thesis, as well as some further dis-
cussion of additive particles’ interaction with predication.

Chapter 1 28



Chapter 2

On taxonomic predicates

2.1 Introduction

Since the work of Horn (1972), it is generally accepted that the meaning of certain predicates
involves exhaustification. For example, warm in (1) is interpreted not only as meaning that its
subject meets the standard for being warm, but also that it does not meet the standard for being hot
or boiling.

(D The water is warm.
~+ The water is not hot or boiling.

This not due to the lexical meaning of warm, but to exhaustivity. Indeed, the ‘not hot” meaning of
warm disappears in downward-entailing (DE) environments:

) If the water is warm, Aisha will put it outside.
~ if the water is warm, hot, or boiling, Aisha will put it outside

As such, it must be that warm has certain other predicates as alternatives.! These predicates form
entailment scales like (3):

3) {warm, hot, boiling }

Horn (1972:47) provides sets of predicates like the following as involving strengthening:

4) a. A{pretty, beautiful} e. {happy, ecstatic}
b.  {cool, cold} f.  {like, love}
c. {intelligent, brilliant } g. {dislike, hate}
d. {good, excellent}

I will refer to such predicates as ‘scalar’ predicates—not because they are gradable (most of them
are, but not e.g. like/love), but because they form entailment scales with other predicates.

In this chapter, I show that exhaustivity is not only involved in the meaning of scalar predicates.
Rather, language also routinely exhaustifies predicates that do not take part in an entailment scale—

I'For Horn (1972), the scales formed by predicates like warm and hot are stored in the lexicon; more recent work
takes them to fall out from entailment and/or relevance (e.g., Katzir 2007, Chierchia et al. 2012).
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what I will call ‘taxonomic’ (or ‘non-scalar’) predicates. The evidence for this comes from the way
these predicates interact with conjunction and additive particles. Consider a contradictory sentence
like (5).

(5) #Some comedies are tragedies.

The contradiction in (5) certainly comes across, prima facie, as the result of lexical-conceptual in-
compatibility between comedy and tragedy. It is surprising, then, that the contradiction disappears
by means of an additive or through conjunction (6). Note that (6a) is a clause-internal additivity
effect; also refers anaphorically to comedies, not to prior material in the discourse.

(6) a. Some comedies are also tragedies.
b.  Some plays are both comedies and tragedies.

Building on this observation, I will claim that taxonomic predicates have their meaning delimited
by other content words in language, specifically due to exhaustivity. Classes of taxonomic pred-
icates form sets of alternatives, much like those in (3) and (4) but without entailment relations
(setting aside complications addressed in due time).

In this sense, the empirical contribution of this chapter is to introduce a new empirical domain
in which to observe exhaustivity. But this foray into a new domain comes with a surprising theoret-
ical consequence for Exh. With taxonomic predicates, Exh is constrained in a way not previously
discussed in the literature. Specifically, taxonomic predicates not only make Exh obligatory, but
they also dictate its approximate syntactic position. Indeed, taxonomic predicates require an Exh
operator taking them in its immediate scope. This can be observed in a variety of ways, includ-
ing sentences like (5). If Exh was free to scope anywhere, we would expect the possibility of a
global Exh (7). I change some comedies to the comedy in (7) to avoid complications from the
strengthening of some to not all.

(7)  Exhyuyr [the comedy is a tragedy].

A global Exh as in (7) does not create a contradiction out of non-contradictory lexical material:
Exh only excludes alternatives that are not entailed by its prejacent. Assuming only the predica-
tive tragedy triggers alternatives,? (7) would come out to the truth conditions in (8¢) (recall from
chapter 1 that Exh excludes logically independent alternatives).

(8) a. Exhyy [the comedy is a tragedy].
the comedy is a tragedy,
b. ALT =< the comedy is an epic,
the comedy is a comedy
c. [(8a)] = 1 iff the comedy is a tragedy A—[the comedy is an epic].

Notably, the alternative The comedy is a comedy is not excluded due to being entailed by Exh’s
prejacent; hence, no contradiction is created. To derive a contradiction, what we need is actually
an Exh on each predicate (in fact, at least one predicate); due to its narrow scope, such an Exh can
‘unknowingly’ create contradictory meanings:

ZWith a global Exh, if the noun comedy in the subject also triggered alternatives, this would lead to alternatives
with entailments about other plays altogether (‘the epic is a tragedy’).
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(9)  [The [Exharr comedy] is a [Exhuyr tragedy]]

comedy & tragedy &
= 1 iff the | not a tragedy & | is a | not a comedy &
not an epic not an epic

Given that taxonomic predicates not only require the presence of an Exh operator but also dictate
its syntactic position, I will refer to them as ‘controlling’ Exh; but note that this sense of ‘control’
is not to be confused with the syntactic notion of control.

This chapter is organized as follows. I begin in section 2.2 by discussing sense relations among
predicates, in particular the cohyponymy relation and the observation that cohyponyms are inferred
as mutually exclusive. Then, in section 2.3, I show that the observed exclusivity is in fact a product
of grammar, and specifically exhaustivity, as evidenced from their behaviour with additive parti-
cles and conjunction. In section 2.4, I turn to a theoretical consequence of claiming that Exh is
the cause of taxonomic predicates’ mutual exclusivity. In particular, deriving the right meanings
involves stipulating that taxonomic predicates not only require the presence of an Exh operator,
but specifically require it to take them in its immediate scope. The controlled nature of Exh with
taxonomic predicates leads to a new desideratum for a theory of the syntactic distribution of ex-
haustivity. In the present chapter, I only point out the existence of such a constraint on Exh and
give it some characterization; I will return to it more thoroughly in chapter 6.

2.2 Cohyponymic exclusivity

In the sense-relations literature (see Cann 2011 for a recent overview), hyponymy refers to the
‘kind of” relation. For example, poodle is a hyponym of dog and red is a hyponym of colour.
‘Cohyponyms’ are sisters in a taxonomy: poodle and labrador are cohyponyms, as are red and
blue.

In this section, we begin with an empirical observation: cohyponyms are interpreted as mutu-
ally exclusive in basic sentences.> On this point, Cann (2011:459) gives the example (10), involv-
ing hyponyms of animal or mammal.*

(10)  #That sheep is a horse.

Sheep and horse are cohyponyms and are interpreted as mutually exclusive. Call this cohyponymic
exclusivity. Sentences of the form in (10), where two cohyponyms are predicated of the same
individual or set of individuals, will be the main empirical paradigm in this thesis, so it is worth
introducing some terminology to talk about them: I will variously refer to examples like (10)
involving as double-predication or pseudo-repetition: it is not the same predicate that is repeated,
but there are two predicates from a given class applied to the same individual or set of individuals.

There is nothing particularly interesting about (10), since the effect can be entirely derived from

3What I mean by ‘basic sentence’ will become clear once we discuss in sections 2.3 and 2.4.2 the linguistic
environments in which it is no longer the case that cohyponyms are interpreted as inconsistent, most saliently with
conjunctions, additives, and sentential negation.

4T will not be too concerned in this chapter about how fine-grained taxonomies should be. In this example, it will
not matter whether there is a node mammal between animal and sheep. Perhaps there is flexibility, with speakers
creating taxonomies at the right level of granularity for the purposes of a given situation.
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world kowledge. We know that, biologically, animals cannot be two species at once. No theory
of predicates or sense relations would have predicted (10) to be acceptable. In spite of this, in
this section, I show that cohyponymic exclusivity is in fact not only a matter of world knowledge.
True, there are cases like (10), where world knowledge is involved and suffices as an explanation
(although I will soon suggest that even here, world knowledge might not be enough). But when
we turn to examples where world knowledge is not a reasonable culprit for cohyponyms’ mutual
incompatibility, we observe that cohyponymic exclusivity is in fact still observed. I motivate this
empirically in section 2.2.1, and elaborate further on the empirical claim in section 2.2.2 by show-
ing that the exclusivity effect is not an accident of the particular examples I focus on, and again in
section 2.2.3 by comparing cohyponyms (taxonomic predicates) with predicates forming entailing
scales, showing they behave differently. With these empirical observations in place, I will then
conclude this section by outlining two theories that attempt to derive cohyponymic exclusivity as
a fact of conceptual structure or of the lexicon (section 2.2.4).

2.2.1 Cohyponymic exclusivity is not reducible to world knowledge

It is not always the case that cohyponymic exclusivity can be explained from world knowledge,
suggesting that something more arbitrary (about language or about concepts) is at play. Moving on
from (10), consider examples like (11). These all involve attempts at predicating two cohyponyms
of a particular individual or set of individuals, and they all result in contradictions just like (10).
Roughly speaking, the cohyponyms come from the taxonomies of colour, film type, literary genre,
utensils, jurisdiction, kinds of morphemes, and vehicles, respectively.

(11) #The white flag is green.

#Some animated films are live-action.

#Some comedies are tragedies.

#This fork is a spoon.

#Some federal responsibilities are provincial.
#Some inflectional morphemes are derivational.

g. #This train is a plane.

me a0 o

In contrast to (10), world knowledge is not sufficient to explain these examples, and is very clearly
not a factor at all in most of them. Let’s take them one by one.

At least two of these examples, (11a) and (11b), touch on part-whole structure. The contradic-
tion effect in these examples has to do with both predicates applying to all parts of their argument:
(11a) is paraphrasable as ‘the entirely white flag is entirely green,” and (11b) as ‘the entirely an-
imated film is entirely live-action.” It is true that the fact that a given surface cannot be entirely
covered by two different colours comes from our conceptualization of the world (and likewise with
film types). Yet, there is no language-independent reason for why these predicates should neces-
sarily modify all parts. It is possible for objects to have white parts and green parts (11a), and there
are films with animated parts and live-action parts (either one after the other or at the same time
on a particular frame).” Hence, whatever explains (11a) and (11b) must be something other than

SFor a list of such films, see the category FILMS WITH LIVE ACTION AND ANIMATION on Wikipedia (https:

//en.wikipedia.org/wiki/Category:Films_with_live_action_and_animation, accessed December 27,
2021).
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world knowledge. It could be that the lexical items are lexically specified as being true of all parts
of their argument, for example—but this would be a fact of language, not world knowledge.

The same holds for the rest of these examples. Notably, (11c) and (11d) are intuited as con-
tradictions despite the existence of portmanteau predicates (tragicomedy and spork) which refer to
objects that have the properties of both the predicates in these examples. That is, a tragicomedy has
properties of comedies as well as tragedies, and a spork has properties of both forks and spoons.
Thus, we know that, at some level of abstraction, the set of things describable as comedies is not
strictly disjoint from the set of things describable as tragedies (and likewise with forks and spoons).
Yet, (11c) teaches us that tragicomedies are not describable as ‘comedies that are tragedies.” Again,
something other than world knowledge must be at play.

As for (11e), despite the legal separation of responsibilities between different jurisdictions, the
example is not clearly at odds with some real-world examples. For example, healthcare in Canada
is technically a provincial jurisdiction, but with significant federal involvement. Indeed, “Canada’s
health care system consists of 13 provincial and territorial health insurance plans” that are “in-
dividually administered on a provincial or territorial basis, within guidelines set by the federal
government”;® in addition to federal regulation, the federal government transfers funds earmarked
for healthcare expenses to the provinces through the Canada Health Transfer.” Given such compli-
cations in federalism, there is no basis for (11e) to be analysed as contradictory due to a clash with
extralinguistic knowledge. The same goes for (11f), which cannot (but, naively, ‘should’) describe
portmanteau morphemes that contribute both derivation and inflection (I don’t know whether such
morphemes exist, but they could, and (11f) would still be contradictory). Finally, possibly like
(11f), (11g) is an ambiguous case. On the one hand, there are no ‘train-plane’ vehicles in the real
world. On the other hand, the sentence is intuitively unacceptable even if we imagine an adequate
science-fiction possible world.

In spite of this, the sentences in (11) are all judged as contradictions. As such, even if (10)
can be understood in terms of world knowledge, this does not hold across the board: there are
cases where world knowledge is not a possible source of cohyponymic exclusivity. Something else
must impose such exclusivity among cohyponyms. Presumably, this would either be the structure
of concepts (how we classify exemplars, forcing them into one or another category) or something
more linguistic.

Before moving on, one word of caution is in order. The sentences in (11) are all contradictions
on their most basic, literal readings; but it is possible to obtain non-contradictory meanings by
complicating things in various ways. For example, a sentence like (12), repeated from (11a), is
quite acceptable if white is interpreted as referring to the past state of the flag, and green to the
present state of the flag. A scenario could be if the speaker put an exclusively white flag in a
washing machine, and it came out exclusively green.

(12) The white flag is green (now).

In the same vein, many of the sentences in (11) can also be rescued by giving one of the predicates
a ‘function-as’ reading. In (13), the fork (which is not a spoon or even a spork) is claimed to be

SWikipedia, s.v. MEDICARE (CANADA) (https://en.wikipedia.org/wiki/Medicare_(Canada), accessed
December 27, 2021).

7See for example Wikipedia, s.v. CANADA HEALTH TRANSFER (https://en.wikipedia.org/wiki/Canada_
Health_Transfer, accessed December 27, 2021).
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usable as if it was a spoon.
(13) This fork is a good spoon.

Further, many of the sentences in (11) also become acceptable if one of the predicates is interpreted
‘meta-linguistically.” What I mean by this is that instead of a predicate P meaning ‘x is P, it means
‘people say that x is P’ or ‘people use the word P to describe x (perhaps incorrectly).’

(14) Some ‘inflectional’ morphemes are derivational.

As the scare-quotes in (14) are meant to indicate, here, the speaker is claiming that some mor-
phemes that are usually viewed as inflectional (and not derivational) are, in fact, derivational (and
not inflectional). Another way to make sentences with pseudo-repetitions acceptable is if they are
interpreted for possible worlds with rules different from ours. Indeed, even (15), repeated from
(10), can be understood as referring to a cartoon scenario where a horse has been turned into a
sheep. The animal has the body of a sheep (and not a horse) but the spirit of a horse (and not a
sheep).

(15) That sheep is a horse.

All these possible interpretations of the sentences I have used to motivate cohyponymic ex-
clusivity are not truly counterexamples to the exclusivity effect. In all cases, the cohyponyms are
still incompatible once we control for the particular complications brought by the chosen interpre-
tations. In (12), the colours are only ‘compatible’ due to being predicated of the flag at different
points in time; in (13), the fork is not a spoon, but it can be used as a spoon that is not a fork;
in (14), the speaker is rejecting that the morphemes are inflectional at all and claiming they are
only derivational; in (15), each predicate holds of the animal in a different way (the outer body
vs. the inner essence of the animal), and does so in a way that is exclusive of the other (the body
is that of a sheep that is not a horse, and the spirit is that of a horse that is not a sheep). I will
therefore ignore these sorts of readings for this chapter (we will return to this issue in chapter 4);
they are essentially unhelpful complications on the data. We will be engaging in what you could
call semantic literalism as a methodological principle: when we observe sentences with pseudo-
repetitions like (11), we will ignore complexified readings where the predicates hold at different
times, in different ways, metalinguistically, or in whatever other non-straightforward way one may
think of. This methodology corresponds to the basic scientific principle of controlling variables
and isolating the sort of data that one is interested in—in our case, this is the meaning of predicates,
not tense semantics or metalinguistic uses of expressions.?

Viewing the incompatibility of the predicates in (11) as the result of the cohyponymy relation
(i.e., sisterhood in a taxonomy) is intuitively appealing from the evidence seen so far. But to see
that this really is a fact of cohyponymy, we also need to observe that similar judgments do not
hold with non-cohyponymic predicates. To this purpose, the sentences in (16) take predicates from
different taxonomies rather than the same taxonomy: the predicates are not cohyponyms. Crucially,
the contradiction effect disappears (other kinds of semantic weirdness may remain; I return to this

81n fact, the fact that predicates can hold ‘in different ways’ as in (13) and perhaps (15) is not clearly reducible
to other parts of language like tense semantics or the metalinguistic use of expressions. We will return to this, and
integrate the observation as a core part of our theory, in chapter 4.
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immediately below). (16a—d) mix and match predicates from different domains identified in the
prose immediately preceding (11); (16d—f) explicitly attempt pragmatically unlikely combinations,
still not reaching the contradiction effect of (11).”

(16) a.  This train is green. cf. (11a) and (11g)
b. Some animated films are tragedies. cf. (11b) and (11c¢)
c. 7? Some forks are provincial. cf. (11d) and (11e)
d. ??Some forks are tragedies. cf. (11c) and (11d)
e. This spider is an accountant.
f. ??Green ideas sleep. (cf. Chomsky 1957)

Some comments are in order. First, I assume that human beings have the ability not just to detect
whether or not a sentence is deviant, but also to reason about what sort of deviance is involved. In-
tuitively, the sentences I have marked with ?? in (16) are more or less deviant, at least on their liter-
alist interpretations.'® But none of these sentences are contradictions in the way that the sentences
in (11) are. That is, the meaning of some of these sentences is obscure,'! but not contradictory like
(15). I have marked the deviant sentences with ?? rather than # to emphasize the distinction, rather
than to make a claim about the strength of the deviance.

The second point about (16) pertains to (16e) specifically. The acceptability of (16e) highlights
just how easy it is to jump into ‘cartoon mode’—our willingness to accept sentences that com-
pletely violate our knowledge of the real world, because we can picture a cartoon world in which
the sentence would be true. (16e) requires no effort whatsoever to accept as a possible sentence.
This reaffirms the limitations of using world knowledge to explain cohyponymic exclusivity. In-
deed, I provided the examples in (11) in order to avoid using examples like (17) (ignore for a
moment the non-literalist reading where a horse has been turned into a sheep), repeated from (10),
about which I wrote that the predicates’ exclusivity is essentially uninteresting because it can be
explained by world knowledge alone. Yet, (16¢) too violates world knowledge about spiders, but
without this resulting in any deviance. As such, without reference to the cohyponymy relation, it
is not clear what distinguishes examples like (16e) from (17).

(17)  #That sheep is a horse.

In other words, why can I effortlessly imagine a cartoon where a spider is an accountant, but not
one where a sheep is a horse?'?
The conclusion so far is that the following generalization holds:

(18) Cohyponymic exclusivity
Cohyponyms are interpreted as mutually incompatible. In some but not all cases, this may

9The same might go for (16¢), although I suppose a province could own a special fork, making it ‘provincial.’

190ne example where a non-literalist reading is particularly salient is (16f). If green is taken to mean ‘ecological’
and sleep to mean ‘lie dormant,” (16f) is in fact completely acceptable to mean that ecological ideas are lacking in
popularity at a certain time and place.

n the case of (16d), the deviance is akin to a presupposition failure: tragedy refers to the logic in a story, but forks
are not stories, so the predication ‘does not go through,” as it were.

12 Again, T am putting aside once again a non-literalist interpretation of (17), according to which a horse has been
turned into a sheep. This is fully justified because (16e) is fully acceptable on its literalist reading; the spider is literally
a spider and it is literally an accountant (I am not even sure what a non-literalist reading would be).
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coincide with world knowledge.

2.2.2 Cohyponymic exclusivity is only due to the meaning of cohyponyms

I have just framed cohyponymic exclusivity purely in terms of the meaning of cohyponyms them-
selves. Is this right, or are there other factors involved in creating the apperance of cohyponymic
exclusivity (e.g., the verb to be)? In this short section, I defend my view that the sorts of infelici-
ties under discussion arise due to the meanings of the cohyponyms, and not something else about
the sentences we are considering. Cohyponymic exclusivity does not arise due to the verb o be,
due to the sort of determiner used in the subject position, or due to the information structure of
pseudo-repetitions (where one cohyponym is in the subject and the other in the predicate of the
sentence).

So far, all the sentences we looked at involved the verb ro be. A sceptic could suggest that
cohyponymic exclusivity is the result of something about 7o be. Yet, the exclusivity persists without
to be: adjectival cohyponyms that are stacked on a single noun are interpreted as mutually exclusive
without there being a copula.

(19) a. #This derivational inflectional morpheme stumped many grad students.
b. #The green white flag hung low in the rain.

c. #I watched three animated live-action movies yesterday.

d

. #Canada’s federal provincial healthcare system collapsed following budget cuts.

Even scenarios like (20), which could explain why one adjective is stacked above the other, do not
improve the judgment.

(20) SCENARIO: We are discussing two jointly funded projects; one is funded by the federal
and municipal governments, and the other is funded by the federal and provincial govern-
ments.

A: The federally funded project is important.
B: #Are you talking about the MUNICIPAL federal funds or the PROVINCIAL federal
funds?

Since the effect persists without to be, blaming the copula for the contradictions we have been
discussing would likely be the wrong direction to take.

Second, the reader may have noticed that I have been using a handful of different syntactic
structures for the sentences under discussion, as exemplied by the sentences in (21).

(21) a. #This comedy is a tragedy.
b. #The comedy is a tragedy.
c. #Some comedies are tragedies.

We could add relative clauses to this set:
(22)  #A tragicomedy is a comedy that is a tragedy.

Using examples with a variety of determiners and structures is meant to avoid, once again, heading
in the wrong direction by blaming something irrelevant, such as the choice of determiner and
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whether it introduces asserted or presupposed material, or whether the sentence has a relative
clause or not. In fact, cohyponymic exclusivity is observed regardless of these sorts of changes.
Thus, I maintain that the relevant part of the discussion is the meaning of the cohyponyms, not the
sort of determiner they occur with or whether or not they are in a relative clause.

More evidence that we should not blame cohyponymic exclusivity on particular syntactic envi-
ronments, or something about the information structure or syntax of pseudo-contradictions, comes
from predicates which do not behave as cohyponyms. This is what we turn to in this next subsec-
tion.

2.2.3 Taxonomic vs. scalar predicates

In this section, we put a caveat on the claim that cohyponyms control exhaustivity: this is only true
if we understand cohyponymy as necessarily involving taxonomies, and not scales.

In the sense-relations literature, the notion of cohyponymy does not only include sets of pred-
icates that form what I will call raxonomies, but also sets of predicates that form scales. Indeed,
the sets in (23) are both examples of the cohyponymy relation, but only the second has entailment
relations between the predicates.

(23) a. {green, white, red, blue, pink, ...}
b.  {warm, hot, boiling}

(23a) is a taxonomy in the sense of being a classification hierarchy forming a tree structure, where
for any two given sisters, neither entails the other.

(24) colour
green  white red blue pink

This is generally the case with the sorts of examples we have been discussing:

(25) GENRES: {comedy, tragedy, epic, ...}
UTENSILS: {fork, spoon, knife, ...}

VEHICLES: {train, plane, boat, ...}

/o o

I am not proposing that sets like those in (25) are part of grammar or the lexicon. It suffices to
say that they are the result of world knowledge about the concepts referred to by the predicates, or
perhaps a notion of relevance (Geurts 2010). I will return to this question in chapter 4.

In contrast, (23b) is a scale because the members of the set are entirely ordered by entailment.

(26) warm D hot D boiling

Scales can be thought of as cohyponyms, as in (27) (overlooking for simplicity the fact that there
are cold temperatures too). Cann (2011:460) calls them ‘quasi-hyponyms’ of temperature because
temperature is of a different syntactic category (quasi-hyponyms are “predicate-denoting expres-
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sions like adjectives which often seem to relate to (abstract) nouns as superordinates rather than
some other adjective”).

27 temperature
warm hot boiling

But calling all the predicates in (23a) and (23b) ‘cohyponyms’ is of limited profitability, given that
the logical relations of (27) are different from (24). The cohyponyms in (24) have no entailment
relation to one another,!3 whereas the ‘cohyponyms’ in (27) do (assuming that warm lexically
means ‘at least hot enough to count as warm,” and similarly for the other predicates). In this thesis,
I will continue simply referring to ‘cohyponymy’ with the intent of referring to the taxonomic
relations of (24), and not the scale relations of (27). Cohyponyms are ‘taxonomic predicates’
rather than ‘scalar predicates.’

This difference is important for understanding cohyponymic exclusivity, which is observable
with taxonomic predicates, as we have just seen, but not scalar ones:

(28) Some of the warm plates are hot.

These examples serve as an important minimal pair with pseudo-repetitions like (29) that have
been the basis of much of my discussion so far.

(29)  #Some of the green flags are white.

Indeed, (28) shows that there is nothing inherently formally wrong with pseudo-repetitions. The
problem with examples like (29) is due to the choice of predicates, not the form of the sentence.

Beyond scalar predicates narrowly defined, we also do not observe the contradiction effect of
cohyponymic exclusivity between hyponyms and their hypernym:

30) Some of the red flags are (in fact) scarlet.

(30) means that some of the entirely red flags are entirely scarlet; scarlet is the shade of red that
they have. It does not mean that the flags have a non-scarlet red part and a scarlet part.

On last note: in this thesis, I will not be too concerned with the exact definition of cohyponymy
even among taxonomic predicates. On their basic definition, cohyponyms are sisters in a concep-
tual taxonomy. There are two points about this that I will not take a stance on. First, a priori, it’s
not clear whether taxonomies are fixed mental objects fed to language from the conceptual mod-
ule, or whether it is possible for ad hoc taxonomies to be created on the fly in conversation. On
the former view, there are taxonomies of (for example) colours, genres, utensils, and so on; on the
latter view, there could be strange taxonomies like ‘the kinds of things that I can put in this bottle’
or ‘the things that are cold enough to help me heal my burn.” It will suffice to usually assume that

I3 At this point in the chapter, I am discussing cohyponyms as having a mutual-exclusivity entailment (two cohy-
ponyms A and B lexically or conceptually exclude one another). I will later claim that the meaning of cohyponyms
is underlyingly weak. This means that cohyponyms are actually logically independent of one another, other than all
entailing the same hypernym.

Chapter 2 38



Mathieu Paillé Strengthening Predicates

taxonomies are fixed, given that the examples in this thesis are usually given without discourse
contexts; I will raise the issue when it matters, mostly in chapter 4.

The second point about cohyponyms is how seriously one wants to take the notion of sister-
hood. On a strict understanding of cohyponymy, for instance, cat and dog might be cohyponyms as
direct daughters of mammal, but cat and fish would not be cohyponyms (at least for human beings
who classify fish as a sister of mammal and not particular species of mammals):

(3D animal /vertebrate
mammal fish
cat dog e gold fish  8UPpPY

That is, strictly speaking, cat and fish are not cohyponyms. But they are both members of the
same taxonomy such that they share a hypernym (animal) and neither asymmetrically entails the
other. This could be said to be ‘good enough’ for them to count as cohyponyms. I will not be too
concerned about the strict technical sense of the term ‘cohyponym’ in this thesis, and some of my
examples will use terms that are not strictly speaking cohyponyms.

2.2.4 Some prior literature on exclusivity

We have just seen that many cohyponyms are interpreted as mutually exclusive in a way that is
‘arbitrary’—that is, not open to explanation from world knowledge alone. What, if not world
knowledge, underlies cohyponymic exclusivity? In this section, we will consider two slightly
different proposals that exist in the literature. Neither of these proposals was explicitly formulated
to deal with cohyponymic exclusivity as such, but they could explain the data we have seen so
far. The first proposal claims that concepts from a given domain are inherently incompatible as a
fact of discrete categorization ‘overriding” world knowledge; exemplars are forcibly categorized as
belonging exclusively to one concept or another. The second proposal is quite similar, but moves
the burden of explanation from a non-linguistic conceptual module to the lexicon (i.e., part of
language). The claim is that the lexicon is structured such that lexical items delimit one another,
so that a given area of conceptual space can be covered by only one lexical item (the assumption
being that concepts underlie predicates’ meanings). I now turn to these proposals in turn.

Exclusivity from partitioned conceptual geometries

Girdenfors (2000) lays out a theory of conceptual domains as involving geometries (see also van
Fraassen 1967; Lambert & van Fraassen 1970; Stalnaker 1981 for similar ‘geometric’ theories of
concepts). According to this proposal, concepts exist in a geometric space, where they are asso-
ciated with regions of the space. The space is partitioned: distinct regions cannot overlap, which
means that concepts within a given space are inherently mutually exclusive. From this perspec-
tive, cohyponymic exclusivity holds regardless of world knowledge because the partitioning of
conceptual space is imposed even over a continuous array of exemplars.
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black

Figure 2.1: The conceptual space associated with colours is three-dimensional (Sivik & Taft
1994:148).

Let’s see how this works by building up a conceptual geometry in the abstract. First, we need
dimensions to create an n-dimensional space. A real example discussed by Girdenfors (2000)
is the space for colours. This space is three-dimensional, with the dimensions corresponding to
values for brightness, hue, and saturation (Figure 2.1). I will abstract away from this and use a
two-dimensional space for simplicity.

The space created by the dimensions is populated with exemplars. These are represented as
individual points with a coordinate for each dimension, providing them a place in the space. In the
early-stage building of a conceptual space, exemplars are associated with a concept on a case-by-
case basis. In the following diagram, I have a hypothetical two-dimensional space populated with
exemplars assigned to various concepts through the coloration of the points (this is for presentation;

they are not intended to represent concepts corresponding to colours).'*
o
o
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From these exemplars, we mentally abstract away from them by creating prototypes (see e.g. Rosch
& Mervis 1975; Rosch 1978; Hampton 2006 on prototypes in concepts, and Margolis & Laurence
2021 for critical discussion). The prototype is a point in the space whose coordinates correspond

14See Girdenfors (2000:88, 124) for diagrams similar to the following three figures. I made the Voronoi partition in
the third figure using Alex Beutel’s online generator (http://alexbeutel.com/webgl/voronoi.html, accessed
Nov. 4, 2021).
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to the mean value for each dimension of all the exemplars for the concept that the prototype rep-
resents. A prototype is an idealization, which does not need to correspond to an actually-existing
exemplar. In the following figure, I represent prototypes with large crossed circles.

°
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°
X
o ° ., ®
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o

Now that the space is populated with abstract prototypes corresponding to concepts, Giardenfors
(2000) posits that the space is partitioned, such that each prototype is associated with a region
comprising all the points (not just the exemplars, but all the points of the space) that are closer to
it than to any other prototype. This is a ‘Voronoi partition” of the space.

A concept, then, is a cell in a Voronoi partition of a conceptual space, and a ‘conceptual domain’
is the entire space.

This theory has several clear advantages. It captures prototype effects (according to how close
an exemplar is to the prototype), gradient similarity between different concepts (if cell B is between
cells A and C, concept A is more similar to B than to C), and the possibility for human beings to
actively categorize new exemplars (by checking their coordinates in a space and seeing in which
cell they land).

To see how this works in explaining cohyponymic exclusivity, and in particular the persistence
of this phenomenon even when world knowledge could not explain it, consider (32), repeated from
(11d).

(32)  #This fork is a spoon.
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Pretend for simplicity of presentation that utensils are in a one-dimensional geometry, where the
unique dimension corresponds to the length of their prongs. A true spoon is at zero cm, a normal
fork at several cm, and a spork is somewhere in between. This is a simplifying assumption for ease
of presentation, of course; in particular, knives have nowhere to go in this toy geometry.

We have immediately run into a complication, namely the question of whether the concept of
spork is active in the space. This is a more general complication for Girdenfors’ (2000) theory.
For example, in order to capture the hyponymy relation, we need hyponyms and hypernyms not
to be active at the same time (Peter Gérdenfors, p.c.). If dog and poodle were both active in a
space, then poodles would not be dogs, because the space would be partitioned between dogs and
poodles.

To avoid becoming stuck on this particular point, I will simply consider for (32) both the
possibility that spork is active in the space, and the possibility that it is not. If spork is active, we
have a space with at least three cells:

spoons sporks forks

If spork is not active, there are only two cells, and the middle-ground exemplars that would have
been categorized as sporks are now categorized as either forks or spoons, depending on which

prototype they are closest to: !

~o®o——o-|-o——o®o>

spoons forks

Either way, the world knowledge that there are exemplars in the middle-ground between forks
and spoons is ‘overridden’ by the categorization process. The middle-ground exemplars are either
categorized as sporks (which are neither spoons nor forks), or they are variously pushed into the
nearest other concept, whether that means they are categorized as spoons (which are not forks),
or as forks (which are not spoons). In this way, Girdenfors’ (2000) theory predicts cohyponymic
exclusivity straightforwardly.

Exclusivity as a fact of the lexicon

Another proposal in the literature, while less directly aimed at deriving something like cohy-
ponymic exclusivity, can explain this exclusivity as a fact of the lexicon. The idea is very similar
to Gérdenfors’. For Girdenfors, the conceptual space and the lexicon act essentially as a single
partitioned geometry. The approach that we will now consider claims that the lexicon in fact im-
poses a partition over and above a non-partitioned conceptual space. This is, indeed, the basis of
early 20"-century structuralist linguistics.

de Saussure (2011[1916]) viewed the lexicon as forming a ‘structure’ (in Gérdenfors’ terms, a
geometry) in which the meaning of lexical items is delimited by other adjacent lexical items. As

SFor simplicity, the figure overlooks movement of the prototypes toward the centre following the inclusion of
middle-ground exemplars in its cell.
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he wrote, “the value of each term results solely from the simultaneous presence of others” (‘solely’
is an exaggeration; he assumed some sort of conceptual space associating with lexical items), as in
his famous diagram (de Saussure 2011[1916]:114-115):

Signified Signified Signified

In de Saussure’s diagram, what is important for us is not the distinction between signified and
signifier, but the idea that lexical items form a structure, with each lexical item delimiting the
others. As the arrows are meant to indicate, they are in a geometric relation of some sort to one
another.

To motivate this, de Saussure concerns himself entirely with crosslinguistic comparisons. His
examples begin with content vocabulary, in particular predicates approaching a cohyponymic re-
lation. While they are not quite there, his discussion would translate over to cohyponyms. The
famous example that de Saussure (2011[1916]:115) gives is that in French, there is a single word,
mouton, for sheep and their meat, whereas English has a word for each concept, namely sheep and
mutton.'® As he explains, “the difference in value between sheep and mutton is due to the fact that
sheep has beside it a second term while the French word does not” (de Saussure 2011[1916]:116).
The area in conceptual space corresponding to sheep and mutton is partitioned in two in English
(due to there being two lexical items) but not in French. de Saussure’s view is that there is a
single ‘universal’ conceptual space unaffected by a language’s lexicon; what changes language to
language is which part of the space is associated with which lexical items. Conceptual space is
continuous and lacking in boundaries, but the lexicon superimposes a discrete partition over it.
Hence, on this view, we could claim that cohyponyms are judged as contradictory in spite of world
knowledge for a reason virtually identical to what Gérdenfors (2000) proposes, only moving the
partitioning from the conceptual space itself to the lexicon.

A significant distinction arises between this theory and Gérdenfors’ for logical vocabulary,
which de Saussure proposes to treat in the same way as content vocabulary. Here, in contrast to
his discussion of content vocabulary, de Saussure’s discussion becomes quite aligned with modern
formal semantic theory. Perhaps most clearly, one of his example is grammatical number, where
“the value of a French plural does not coincide with that of a Sanskrit plural” because Sanskrit has
a dual whereas French does not (de Saussure 2011[1916]:116). That is, the meaning of the plural
is delimited by non-plural number(s), but the amount of non-plural number(s) a language has is an
area of crosslinguistic variation. As such, the plural does not have quite the same meaning from
language to language. This notion of the plural being ‘delimited’ by other numbers is just another
way of saying that the plural is strengthened by them. de Saussure could just have well have written
that there is a quantity implicature, or similarly an exhaustivity effect, whereby the semantically
unmarked plural is strengthened to mean ‘not singular’ in French and ‘neither singular nor dual’ in
Sanskrit, resulting in different meanings (a sum of two is plural in French, but not Sanskrit). In fact,
this is exactly the theory argued for by Sauerland et al. (2005): on these authors’ view, the plural
is semantically unmarked, and its meaning (‘not one’ in English) is the result of strengthening

16 Another similar example he gives (de Saussure 2011[1916]:116) is the French verb louer ‘rent / rent out’ (pay for
or receive payment for) vs. the English verbs just given or German mieten and vermieten.
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vis-a-vis non-plural number(s).!”

In this specific sense, de Saussure’s structuralism is surprisingly aligned with modern formal
semantic theory. In his discussion of grammatical vocabulary like number and tense, de Saussure
can be reinterpreted as positing an exhaustivity effect. On the other hand, de Saussure is quite
out of step with modern theorizing in collapsing the strengthening of grammatical vocabulary with
effects around content vocabulary like sheep and mutton or rent and rent out. The closest modern
parallel to this comes from Horn scales like {warm, hot, boiling}, where a predicate (warm) is
strengthened by stronger scalemates. But Horn scales touch on a rather limited proper subset of
content vocabulary; de Saussure’s proposal is meant as a general claim about the lexicon.

I will be claiming in this chapter that exhaustivity is, as a matter of fact, generally involved in
the meaning of predicates, not just Horn scales. de Saussure (2011[1916]) was right to collapse
the strengthening of grammatical vocabulary with the strengthening of predicates. On the other
hand, he was wrong to view this as a fact of the lexicon. In this way, this chapter can be read as a
defense of the spirit of structuralist linguistics, but with the machinery moved from the lexicon to
the grammar.

2.3 Cohyponymic exclusivity as a fact of grammar

So far, we have seen that cohyponyms are regularly interpreted as mutually exclusive of another,
even when world knowledge cannot realistically be taken to underlie this exclusivity. We then
briefly overviewed two theories that can capture this exclusivity. Gérdenfors (2000) could point
to the Voronoi partitioning of conceptual space, whereas de Saussure (2011[1916]) would blame a
structure in the lexicon that exists over and above the conceptual space.

Despite moving the explanation for cohyponymic exclusivity from a non-linguistic conceptual
module to the lexicon, de Saussure’s (2011[1916]) proposal has an important point in common with
Giérdenfors’ (2000). The two theories converge in predicting that this exclusivity is impossible to
remove linguistically in any sentence that entails that an individual should be in the set denoted by
both cohyponyms, because cohyponymic exclusivity is a fact of categorization or of the lexicon. It
is baked into lexical items; no individual could be in the sets denoted by two different cohyponyms.
The only way for two cohyponyms to be predicated of the same individual would be through
expressions that are non-intersective in one way or another. This could be achieved through non-
intersective conjunction (33a) or possibly via non-intersective adjectives like fake (33b).

(33) a.  The buildings are big and small.
~ some of the buildings are big and the other ones are small
b. afake gun

17 Another example from logical vocabulary that de Saussure (2011[1916]:117) gives is the difference between
languages like French or English that have future tense or something like it, and other languages (e.g., Proto-Germanic)
with no future: “to say that the future [in Proto-Germanic] is expressed by the present is wrong, for the value of the
present is not the same in Germanic as in languages that have a future along with the present.” That is, the meaning
of the present is delimited by the future in English-type languages, but not in Proto-Germanic—type languages, since
they do not in fact have a future. This is also highly reminiscent of Sauerland’s (2002) argument that the present
tense is vacuous at least in English, with its intuited meaning arising due to pragmatic competition with the past tense
(de Saussure would add the future tense).
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I will refer to such expressions as ‘non-intersective expressions’—expressions whose effect is that
double-predications might be true and felicitous due to an individual not needing to fall in the sets
denoted by the predicates. We now turn to seeing that this prediction from both theories does not
hold up. The conclusion will be that cohyponymic exclusivity cannot be baked into cohyponyms’
lexical or conceptual meaning. It must come from somewhere else.

2.3.1 Set-intersection in double-predication and the weak conceptual-lexical
meaning of cohyponyms

Consider again the examples in (34), repeated from (11).

(34) a. #The white flag is green.
b. #Some comedies are tragedies.

Is it really the case that, if we put aside expressions with non-intersective composition like some
instances of conjunctions and adjectives like fake, the cohyponymic exclusivity these examples
display is non-removable?

In fact, language comes with several lexical items capable of removing the contradiction. I will
focus on conjunction (35) and additive particles (36), but there are others (37). We just saw that
some conjunctions are non-intersective, so I hasten to add that I will be commenting on (35) and
motivating that the conjunction there is intersective.

35 a. The flag is white and green.
b. Tragicomedies are plays that are both comedies and tragedies.

(36) a. The white flag is also green.
b. Tragicomedies are comedies that are also tragedies.

37 Some comedies are simultaneously tragedies.

Examples like (36) and (37) may require a bit of work to explain why one predicate is in the subject
position and the other one is in the VP, but scenarios that make this natural are not hard to come
by. For example:

(38) a. SCENARIO: We are at a plant that specializes in recycling cloth; pieces of cloth must
be sorted by colour. There is a pile of flags, most of which are entirely white, but
a few of which are both white and green. The boss tells a worker that they need to
remove all the green parts from the otherwise white flags:
b.  Some of the white flags are #(also) green, so I want you to cut off the green parts.

(39) a. SCENARIO: There are two flags on a flagpole, one of which is purple, the other is
green and white. From your position, you can only see the white part of the green
and white one. From my position, I can see both colours.

b.  You: Oh no, the white flag is on fire!
Me: This is very upsetting. The white flag is (in fact) #(also) green, and green is
my favourite colour.

I put aside for the rest of this thesis the sort of pragmatic work that is helpful to bring out the
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acceptability of sentences involving one predicate in the subject and another in the VP (i.e., pseudo-
repetitions).

With that aside, we go back to the basic observation about (35)—(37). Specifically, it is not clear
how it could be maintained in light of these examples that the cohyponyms under discussion are
inherently conceptually or lexically incompatible. Crucially, none of these involve non-intersective
expressions. I take this up for and (35) and also (36) in the following subsections. As for (37), it
is perhaps a little bold to claim that there is no non-intersective expression here without a formal
proposal for the meaning of simultaneously. But it seems intuitive that simultaneously should be
intersective in some sense: I would think that simultaneously asserts that two events or states hold
at the same time (e] /\ e,, at the same time), without modifying the internal nature of these events
or states.

Controlling for an intersective conjunction

The conjunction examples in (35) are crafted to control for an underlyingly intersective conjunc-
tion. I will discuss conjunction in depth in chapter 5, to which the interested reader is referred.
For now, suffice to say that both examples are necessarily intersective, but for different reasons.
In (35a), the conjunction is intersective because there is never a non-intersective and with atomic
subjects (Winter 2001, Paillé 2021). In (35b), the lexical item both, at least in the syntax given in
the example, marks intersective conjunction (Schwarzschild 1996, Paillé 2021, a.o.).

Additives are always intersective

As for (36), it has never been claimed that there is a non-intersective also. Indeed, as we saw
in chapter 1, also’s presupposition is anaphoric to a proposition in the discourse context (Kripke
2009[1990]). It does not modify the content of these previous propositions. For instance, adopting
Heim’s (1992) use of indexation to capture anaphoricity and assuming an assignment function g
where [1 — Aw. sing(a)(w)] (40a), the truth conditions in (40b) hold for the sentence Ben also
sang.

(40) a. [Aisha sang];. Ben also; sang.
1 if sing(D),
b. [also; [Benp sang]]®¢ = = < #if —sing(a),
0 otherwise

This is equivalent to (41), highlighting the intersective nature of the additive’s effect:

1 if sing(a) Asing(b),
(41)  [also; [Benp sang]]$ = ¢ O if sing(a) A —sing(b),
# otherwise

There is no claim in the literature that a non-intersective also exists, and it is not clear what
such a lexical entry for also would look like. To begin having a sense of what a non-intersective
also would look like, we can take a cue from an example with non-intersective conjunction:

42) The parents are 28 and 30 years old.
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Presumably the existence of a non-intersective also would mean that (43) would also be acceptable,
then:

(43)  #The parents are 28 years old. They are also 30 years old.
Clearly, this is not the case. The effect is no better sentence-internally:
(44)  #Some 28-year-old parents are also {30 years old, 30-year-olds}.

Therefore, the data in (36) clearly show that an intersective semantic expression, namely also,
makes possible the pseudo-repetition of cohyponyms. Thus, it is possible for the cohyponyms
under discussion to be predicated of a single individual through set-intersection.

Interim conclusion: many cohyponyms are underlyingly weak

In light of the possibility to pseudo-repeat cohyponyms with set-intersective linguistic material
like and and also, we must conclude that the cohyponyms showing this behaviour are not, in fact,
underlyingly mutually exclusive.!® Cohyponymic exclusivity (18) is a linguistic mirage, rather
than a fact of cohyponyms as concepts or lexical items. In light of this, there must be a grammatical
process 