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#### Abstract

This paper confirms that, in English binary coordinations, left conjuncts tend to be shorter than right conjuncts, regardless of the position of the governor of the coordination. We demonstrate that this tendency becomes stronger when length differences are greater, but only when the governor is on the left or absent, not when it is on the right. We explain this effect via Dependency Length Minimization and we show that this explanation provides support for symmetrical dependency structures of coordination, as opposed to structures headed by the first conjunct.


## 1 Introduction

It has been observed for various particular types of coordination in English that left-most conjuncts tend to be shorter than right-most conjuncts (e.g., Gibson et al. 1996, Temperley 2005, Lohmann 2014). This is illustrated in (1) from the Penn Treebank (PTB; Marcus et al. 1993), where the left conjunct, ship, is shorter than the right conjunct, hope I get paid, in terms of the number of words ( 1 vs .4 ), the number of syllables ( $1 \mathrm{vs}$.4 ), and the number of characters ( 4 vs .15 , including spaces).
(1) I'm going to [[ship] and [hope I get paid]].

However, to the best of our knowledge, there are no demonstrations of this effect that would take all kinds of coordinations into account and that would use various length metrics. Filling this gap is the first contribution of this paper.

There is even less work that asks whether it is really the left-to-right order of conjuncts that matters here, or whether it is perhaps the closeness to the external head - henceforth, governor. (1), where the governor to is on the left, lends support to both - "leftness" and "closeness" - hypotheses. But the two hypotheses make different predictions when the governor is on the right, as in (2)-(3).
(2) [[Walter Sisulu] and [the African National Congress]] came home yesterday.
(3) [[My younger daughter] and [I]] are fine.
(2), where the left conjunct is shorter ( 2 vs. 4 words, 5 vs. 9 syllables, 13 vs. 29 characters), only supports the "leftness" hypothesis, while (3), where the right conjunct is shorter ( 1 vs. 3 words, 1 vs. 5 syllables, 1 vs. 19 characters), only supports the "closeness" hypothesis.

The second contribution of this paper is to establish two facts regarding the influence of the governor on conjunct lengths in English. The first fact is that left conjuncts tend to be shorter even when the governor is on the right, which immediately invalidates the "closeness" hypothesis. The second observation is more interesting and has important consequences for dependency theories of coordination: the position of the governor is crucial in how this tendency for left conjuncts to be shorter changes with differences in conjunct lengths. When the governor is on the left, this tendency becomes stronger with increasing length differences between conjuncts, but when the governor is on the right, this effect disappears.

The third contribution of this paper is to provide an explanation of this effect in terms of Dependency Length Minimization (DLM) - the robustly demonstrated tendency for natural languages to strive for maximally local dependencies. Our explanation is compatible with the view that such distance minimization pressure is at work both at the level of use and at the level of grammar (Hawkins 1994, Futrell et al. 2020).

The final novel contribution is to demonstrate that this explanation is possible only on two of the four main linguistic approaches to coordination, namely, on the approaches schematically represented in (4)-(5), but not on the other two approaches schematized in (6)-(7). ${ }^{1}$

[^0](4) Conjunction-headed/Prague:

(5) Multi-headed/London:

(6) Bouquet/Stanford:


## (7) Chain/Moscow:



We also show that DLM considerations favour the representation of coordination in the enhanced version of the current treebank annotation standard, Universal Dependencies (UD; https:// universaldependencies.org/; Nivre et al. 2016, de Marneffe et al. 2021, Zeman et al. 2022), over the basic UD representation of coordination. Hence, the empirical results of this paper lend support to the issue of the appropriate dependency structure of coordination both in theoretical linguistics and in corpora.

## 2 Data

Work reported here is based on one of standard syntactic resources, the Penn Treebank. More precisely, we utilized the version of PTB, which we call $\mathrm{PTB}_{\&}$, made available by Ficler and Goldberg (2016). ${ }^{2}$ It incorporates earlier corrections of the internal structure of nominal phrases (Vadas and Curran 2007) and - importantly - it improves on PTB by offering explicit and relatively consistent information about coordinations (see Ficler and Goldberg 2016 for details). Unlike treebanks within Universal Dependencies, PTB $_{\&}$ makes extents of conjuncts unambiguous and, in particular, it explicitly marks shared dependents of conjuncts, but it does not explicitly mark heads of constructions,

[^1]so also information about governors of coordinate structures is not explicitly available. However, it is relatively easy to construct rules finding governors. A simplified example of such a rule is: "if the mother of coordination $c$ is a PP, try to locate a sister of $c$ of category IN or TO (cf. (8)), or failing that - of category VBG (cf. (9))". ${ }^{3}$
(8) Flesh goes to total alert for [[flight] or [fight]].
(9) The visitors then listed technologies up for sale, including [[launch services] and [propulsion hardware]].

The final evaluation of the program implementing these rules, performed on previously unseen random 100 coordinations, gave the $92 \%$ accuracy in locating a specific governor and, crucially, $97 \%$ in deciding whether the governor is absent, on the left, or on the right of the coordinate structure. ${ }^{4}$

Out of about 49,200 sentences ( 1.25 M tokens) in $\mathrm{PTB}_{\&}, 19,095$ contain at least one coordination, with the total of 24,446 coordinations. All coordinate structures (i.e., *-CCP nodes) with exactly two conjuncts $-21,825$ altogether - where automatically extracted from $\mathrm{PTB}_{\&}$, together with information about the location of the governor, if any. ${ }^{5}$ There were 17,825 coordinations with a governor on the left $(13,106$, i.e., $73.5 \%)$ or on the right (4,719, i.e., $26.5 \%$ ).

The length of each conjunct was measured as in §1: in characters (textual length), in syllables (as in, e.g., Benor and Levy 2006 and Lohmann 2014; an approximation of spoken length), and in words (as in, e.g., Gibson et al. 1996 and Temperley 2005; common in discussions of DLM). Implementing character and word metrics was straightforward. Syllable counting was done with the help of two Python libraries: Inflect, for converting numbers written with digits to words, and CMUdict, for

[^2]|  | median <br> left right | $\begin{aligned} & \mathrm{m} \mathrm{e} \\ & \text { left } \end{aligned}$ | a $n$ <br> right | V | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| All coordinations ( $N=21,825$ ) |  |  |  |  |  |
| characters | 1520 | 26.68 | 32.34 | $7.4 \mathrm{e}+07$ | 3.7e-262 |
| syllables | 57 | 8.35 | 9.85 | $6.5 \mathrm{e}+07$ | 5.5e-171 |
| words | 33 | 4.42 | 5.36 | $3.2 \mathrm{e}+07$ | 6.6e-234 |
| No governor ( $N=4,000$ ) |  |  |  |  |  |
| characters | 4956 | 54.78 | 64.66 | $3 \mathrm{e}+06$ | $1.9 \mathrm{e}-33$ |
| syllables | 1516 | 16.20 | 18.88 | $2.8 \mathrm{e}+06$ | $1.8 \mathrm{e}-28$ |
| words | $8 \quad 10$ | 9.23 | 11.00 | $2.4 \mathrm{e}+06$ | $2.3 \mathrm{e}-40$ |
| Governor on the left ( $N=13,106$ ) |  |  |  |  |  |
| characters | 1418 | 22.40 | 28.01 | $2.5 \mathrm{e}+07$ | 8.2e-214 |
| syllables | 56 | 7.29 | 8.75 | $2.2 \mathrm{e}+07$ | $6.5 \mathrm{e}-127$ |
| words | 33 | 3.70 | 4.63 | $1.1 \mathrm{e}+07$ | 1.9e-207 |
| Governor on the right ( $N=4,719$ ) |  |  |  |  |  |
| characters | $9 \quad 10$ | 14.76 | 16.94 | $3.3 \mathrm{e}+06$ | $3.2 \mathrm{e}-49$ |
| syllables | 34 | 4.64 | 5.24 | $2.6 \mathrm{e}+06$ | $3.5 \mathrm{e}-35$ |
| words | 11 | 2.35 | 2.60 | $5.6 \mathrm{e}+05$ | $4.4 \mathrm{e}-23$ |

Table 1: Medians and means of lengths of left and right conjuncts in binary coordinations in $\mathrm{PTB}_{\&}$
looking up the number of syllables for particular words. Additional heuristics were implemented for tokens unknown to CMUdict (abbreviations, special symbols including \$, etc.; see the Appendix).

## 3 Basic Statistics

Table 1 shows that, in binary coordinations in $\mathrm{PTB}_{\&}$, left conjuncts tend to be shorter than right conjuncts. This is true about the whole population of binary coordinations, as well as about each of its three subpopulations: with no governor, with the governor on the left, and - crucially - with the governor on the right. As noted above, this last result immediately invalidates the "closeness" hypothesis. In each population and for any length unit, the median of left conjunct lengths is smaller than or equal to the median of right conjunct lengths, and in each case the mean of left conjunct lengths is smaller than the mean of right conjunct lengths. All 12 differences between means in Table 1 are highly significant ( $p \ll 0.001$ ), as established by the onesided Wilcoxon test (with the values of V statistics and $p$ reported in the table). ${ }^{6}$ This confirms and

[^3]|  | g o |  | v | e | r | n | o | r |
| :--- | :--- | ---: | :--- | :---: | :---: | :---: | ---: | ---: |
|  |  |  |  |  |  |  |  |  |
|  | on the left | on the right |  |  |  |  |  |  |
|  | prop | $N$ | prop | $N$ | $\chi^{2}(1)$ | $p$ |  |  |
| characters | 0.632 | 12140 | 0.603 | 4236 | 11.5 | 0.0007 |  |  |
| syllables | 0.599 | 11027 | 0.600 | 3671 | 0.0 | 0.87 |  |  |
| words | 0.674 | 8377 | 0.625 | 1754 | 15.1 | 0.0001 |  |  |

Table 2: Proportions of shorter conjuncts occurring on the left (vs. right) depending on the position of the governor, in coordinations with conjuncts of different lengths
extends partial results of previous works, which focused on particular constructions and used particular length metrics: there is a general tendency in English for left conjuncts to be shorter.

## 4 Dependence on Governor Position

The previous section showed that left conjuncts tend to be shorter, even when the governor is on the right. However, this section will demonstrate that the position of the governor matters and that the governor does attract shorter conjuncts to some extent. We first report on an unsuccessful attempt to make this demonstration.

If the governor attracts shorter conjuncts, then we might expect more left conjuncts to be shorter when the governor is on the left than when the governor is on the right. Table 2 shows that this expectation is partially met: when length is measured in characters or words, the proportion of shorter left conjuncts is indeed greater when the governor is on the left; these two differences are highly significant ( $p<0.001$ ), as ascertained by the twosided proportions test. ${ }^{7}$ However, when length is measured in syllables, the proportion of shorter left conjuncts is slightly higher in the opposite scenario, i.e., when the governor is on the right, but this difference is not statistically significant.

Moreover, by the same reasoning, when there is no governor, we might expect relevant proportions to be somewhere between those in Table 2. As shown in Table 3, this expectation is not met: when there is no governor, the proportions of shorter left conjuncts are smaller than when there is a governor on the left or on the right. The reason for this is that coordinations without a governor are very
in one-sided mode, with the alternative hypothesis being that the length of the left conjunct is shorter than that of the right conjunct. All statistics reported in this paper were calculated using R (R Core Team 2022).
${ }^{7} N$ is the number of coordinations with a given position of the governor in which conjuncts have different lengths according to a given measure.

|  | no governor |  |  |  | vs. on the left |  |  | vs. on the right |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | prop | $N$ | $\chi^{2}(1)$ | $p$ | $\chi^{2}(1)$ | $p$ |  |  |  |
| characters | 0.575 | 3932 | 41.5 | $1.2 \mathrm{e}-10$ | 6.7 | 0.0098 |  |  |  |
| syllables | 0.569 | 3764 | 10.4 | 0.0012 | 7.6 | 0.0057 |  |  |  |
| words | 0.587 | 3574 | 82.4 | $1.1 \mathrm{e}-19$ | 7.2 | 0.0072 |  |  |  |

Table 3: Proportions of shorter conjuncts occurring on the left (vs. right) in the absence of governor, in coordinations with conjuncts of different lengths
specific: $97 \%$ of them are coordinations of matrix Ss (sentences; 57\%) or VPs (verbal phrases; 40\%), and many of such coordinations are constituted by a main sentence or VP, with another - shorter added as a comment to the first one (see (10)) or heavily elided (see (11)). ${ }^{8}$
(10) [[Mr. Straszheim expects he will take some heat], and [he's right]].
(11) The bank [[employs 8,000 people in Spain] and [2,000 abroad]].
In summary, comparing total proportions of shorter left conjuncts does not provide us with an argument for the influence of the governor.

However, such an influence is clear when we investigate how these proportions change with absolute length differences. Figure 1 contains the results of fitting monofactorial binary logistic regression models to the three subpopulations differing in the presence and position of the governor (see the three rows in this figure); this is done for all three length metrics (see the three columns). ${ }^{9}$ The figure shows that when there is no governor (the first row of plots) and when it is on the left (the second row), the proportions of shorter left conjuncts grow steadily; in all six cases the probability $p$ that this positive tendency is accidental is well below 0.001 . Interestingly, the situation changes drastically when we consider coordinations with a governor on the right (the third row). Here, the correlation is not significantly positive, and in the case of words it is even (insignificantly) negative.

Additional multifactorial binary logistic regres-

[^4]sion analysis confirmed the very significant interaction of governor position and absolute length difference ( $p<0.001$ for characters and syllables, $p<0.01$ for words). Moreover, the analysis of slope contrasts (performed with R's emmeans: :emtrends) shows that the slope is statistically significantly flatter when the governor is on the right than when it is on the left or missing. Finally, in the case of lengths measured in characters and syllables, the slope is significantly steeper when the governor is on the left than when there is no governor. ${ }^{10}$

In summary, the tendency for shorter conjuncts to occur on the left grows with absolute length difference between conjuncts when there is no governor and - even more so - when it is on the left, but not when it is on the right.

## 5 Dependency Length Minimization

Dependency Length Minimization (DLM) is the tendency for natural languages to prefer structures with shorter dependencies to those with longer dependencies (for overviews see, e.g., Liu et al. 2017, Temperley and Gildea 2018). This tendency has long been noted in linguistics (Behaghel 1909, 1932: 4), has been confirmed by numerous corpus studies (some of the earliest being Hawkins 1994 and Ferrer-i-Cancho 2004) combined with computer simulations (starting with Gildea and Temperley 2007, 2010 and Liu 2008), and has received various psycholinguistic and statistical explanations (e.g., Hawkins 1994, Gibson 1998, Futrell and Levy 2017, Futrell 2019). As argued in Hawkins 1994 and Futrell et al. 2020, this tendency operates both at the level of grammar and at the level of use.

At the level of use, when both orders of two dependents are grammatical, the shorter dependent tends to occur closer to the governor - both in headinitial languages, where the short-long tendency is observed (e.g., Bever 1970, Hawkins 1994, Arnold et al. 2000), and in head-final languages, where the long-short tendency is seen (e.g., Hawkins 1994, Yamashita and Chang 2001, Yamashita 2002). For example, when two PP dependents of a verb are of similar lengths, both orders are perfectly fine (e.g., sing [in the club] [for an hour] and sing [for an hour] [in the club]), but as length differences between the two PPs increase, so does the tendency for the shorter to occur next to the verb (e.g., sing

[^5]
Figure 1: Proportions of shorter left conjuncts depending on the absolute difference of conjunct lengths (with confidence bands)
[for an hour] [in the most famous jazz club in the whole of USAJ is more likely to occur than sing [in the most famous jazz club in the whole of USA] [for an hour]).

At the level of grammar, certain conventionalized word orders turn out to minimize dependency lengths on average. For example, when an NP (nominal phrase) and a PP are both dependents of a verb V, the [V NP PP] order incurs shorter dependency lengths than the [V PP NP] order on average, given that NPs are on average shorter than PPs. Hawkins (1994:90) argues that this tendency is conventionalized: present in grammar, not in use. The reason for this claim is that there is a strong preference for this order not only when the NP is shorter than the PP, but also when they are of similar lengths (e.g., I sold [my mother's ring] [for five dollars] vs. I sold [for five dollars] [my mother's ringl). However, this convention may be overridden in use, when length differences become large (e.g., I sold [for five dollars] [my mother's silver engagement ring that she got from my father] is more natural), again in compliance with DLM.

We hypothesize that the same processes are at play in coordination. That is, the dependency structure of coordination must be such that shorter left conjuncts minimize dependency lengths - the more so, the bigger the length difference - when the governor is on the left (see the middle row of plots in Figure 1) or absent (see the top row), but not when it is on the right (see the bottom row). In the next section we will investigate which of the dependency approaches to coordination are compatible with such a DLM-based explanation of the effects illustrated in Figure 1.

## 6 Dependency Structure of Coordination

The following reasoning is based on the observation that, in English, heads of both conjuncts are on average situated the same - usually short - distance from the left periphery. In the case of PPs, VPs, CPs (complementizer phrases, e.g., that he came; marked as SBAR in PTB) and NPs on their analysis as determiner phrases (Abney 1987, Hudson 1990), this will usually be the left-most word. In the case of NPs analysed as headed by the noun, this will be the second word on average (first, in the case of determinerless plurals and mass terms, third when both a determiner and an adjective is present, etc.), in the case of typical sentences the head will be offset by the subject, etc.

Let us first consider the Bouquet/Stanford approach. As can be seen in (12a-b), which illustrates coordination with the governor on the left, the total dependency length is smaller when the shorter conjunct occurs on the left (as in (12a)) than when it occurs on the right (as in (12b)). The same holds for coordinations with no governor, in which case the head of the first conjunct is the root; see ( $12 \mathrm{c}-\mathrm{d}$ ). This agrees with the tendencies illustrated in Figure 1 . However, also when the governor is on the right, as in (12e-f), shorter left conjuncts minimize dependency length. Moreover, the gain is the same as in the other two situations: it is the length difference of the conjuncts. So, if the Stanford approach accurately reflected dependencies in coordination, we would expect the third row in Figure 1 to look the same as the first two rows, contrary to facts.

## (12) Bouquet/Stanford:

a.

b.

c.

d.

e.

f.


Exactly the same reasoning applies to the Chain/Moscow approach, illustrated in (13). ${ }^{11}$
(13) Chain/Moscow:
a.

b.

c.

d.

e.

f.


[^6]Hence, the Moscow approach also does not provide a good linguistic model of our empirical findings.
On the other hand, the Conjunctionheaded/Prague approach is compatible with our corpus observations. In this case, when the governor is on the left (see (14a-b)), the dependency minimization gain is twice greater than when there is no governor (see ( $14 \mathrm{c}-\mathrm{d}$ )): it is twice the length difference between conjuncts. This larger minimization gain may explain the above observation that the slopes in Figure 1 tend to be steeper when there is a governor on the left than when there is no governor.
(14) Conjunction-headed/Prague:
a.

b.

c.


e.

f.


Interestingly, unlike in the case of the previous two approaches to coordination, relative conjunct lengths do not matter for dependency length minimization when the governor is on the right (see (14e-f)). Hence, the Prague approach makes it possible to explain the effects observed in Figure 1 and, moreover, the explanation is purely at the level of use: it does not invoke any conventionalized effects of DLM.

Let us finally consider the Multi-headed/London approach. At first, it seems incompatible with our empirical findings: when the governor is on the left (see (15a-b)), shorter left conjuncts minimize dependency length, as confirmed by empirical observations, but when there is no governor (see ( $15 \mathrm{c}-\mathrm{d}$ )), lengths of conjuncts do not matter for dependency minimization, and the significantly positive slopes in plots in the top row of Figure 1 remain unexplained. Moreover, when the governor is on the right (see (15e-f)), shorter right conjuncts seem to minimize dependencies, so the lines in the third row of Figure 1 are expected to have significantly negative slopes, symmetrical to the positive slopes of lines in the middle row, contrary to facts.

## (15) Multi-headed/London:

a.

b.

d.

e.

f.


However, the London approach to coordination is compatible with Figure 1 on the assumption that the at-use pressure for shorter left conjuncts in the majority of governed coordinate structures is conventionalized as an at-grammar preference for shorter left conjuncts. That is, just as in the case of NP and PP dependents of verbs, DLM may be assumed to work in coordination both at the level of use and at the level of grammar. In the case of coordination with no governor, where there are no at-use preferences for relative conjunct lengths (see ( $15 \mathrm{c}-\mathrm{d}$ )), this at-grammar preference still has the effect that shorter conjuncts are preferred on the left, as seen in the top row of Figure 1. Moreover, this at-grammar preference makes it possible to explain the steeper slopes when the governor is on the left (the middle row), namely, as an additive effect of the at-use pressure (see (15a-b)) and the at-grammar convention. Finally, in the case of governor on the right (see ( $15 \mathrm{e}-\mathrm{f}$ )), the at-use pressure for shorter right conjuncts is at conflict with the at-grammar preference for shorter left conjuncts, and they seem to largely cancel each other out, as observed in the third row of Figure 1.

In partial summary, out of the four standard dependency approaches to coordination, only two make it possible to explain the curious tendencies in Figure 1 as DLM effects, with DLM operational either only at use (the Prague approach) or both at use and at grammar (the London approach). Paradoxically, while these tendencies are not symmetrical - shorter left conjuncts are preferred when the governor is on the left (or absent), but there is no clear preference either way when it is on the right - the two approaches that are compatible with it are symmetrical in the sense that they treat both conjuncts on par. On the Prague approach, coor-
dination is headed by the conjunction and each conjunct is its dependent, while on the London approach coordination is multi-headed - equally by the head of each conjunct. This should be contrasted with Stanford and Moscow approaches, in which coordination is - asymmetrically - headed by the first conjunct.

Interestingly, more symmetrical variants of these two asymmetric approaches to coordination are compatible with the empirical observations in Figure 1. To see that, consider the simple variants of the "first conjunct is the head" approaches in which coordination is still headed by the first conjunct when there is no governor, but otherwise it is headed by the conjunct closer to the governor. Such variants may be justified by the occasional observations that, in various languages, the governor seems to have a special relation to the closest conjunct, e.g., in the phenomenon of closest conjunct agreement (see Nevins and Weisser 2019 for an overview). These variants differ from the original approaches only when the governor is on the right, i.e., only in configurations in which the original approaches were incompatible with corpus findings:
(16) Bouquet/Stanford (closest):
e.


(17) Chain/Moscow (closest):


So-modified Stanford and Moscow approaches behave like the Prague approach: shorter left conjuncts still minimize dependency lengths when the governor is on the left or absent, but which conjunct is shorter does not matter when the governor is on the right. Hence, on the assumption that there is no conventionalized preference for shorter left conjuncts, such approaches are compatible with the lack of clear tendency in the third row of Figure 1.

Let us finally consider the enhanced version of the current treebank annotation standard, Universal Dependencies (UD; https:// universaldependencies.org/; Nivre et al. 2016, de Marneffe et al. 2021, Zeman et al. 2022), appropriately called Enhanced Universal Dependencies (EUD; Schuster and Manning 2016). It com-
bines Stanford and London approaches to coordination. The basic EUD structure of coordination is schematically represented in (18):

## (18) Enhanced UD:



The vanilla UD standard follows the Stanford approach to coordination. Enhanced UD retains all dependencies of the vanilla UD and adds dependencies from the governor to all non-initial conjuncts. ${ }^{12}$ In (18), there are two such EUD-specific dependencies from the governor to non-initial conjuncts (drawn in red above all other dependencies). Note that removing some of the basic UD dependencies, namely, those which are shown in (18) as dashed arcs, would make the structure purely multiheaded. But, as it stands, the full EUD structure contains all dependencies of both approaches: Stanford and London. It turns out that, because of that, such structures are compatible with the empirical findings of this paper.

As can be seen in (19), shorter left conjuncts again minimize dependency lengths when the governor is on the left (see (19a-b)) or absent (see (19c-d)). However, when the governor is on the right, the total dependency length does not depend on the order of conjuncts (see (19e-f)). This is compatible with the empirical findings of this paper in a way fully analogous to how the Prague approach fits these empirical findings.
(19) Enhanced UD:
a.

b.

c.

d.

e.


We conclude that, out of the theoretical linguistic approaches to the dependency structure of English coordinations, both Conjunction-headed/Prague

[^7]and Multi-headed/London approaches may explain the patterns observed in $\mathrm{PTB}_{\&}$. In particular, the results of this paper provide an argument against the theoretical linguistic validity of the basic version of the Universal Dependencies standard, commonly used in NLP applications, given that basic UD implements the Bouquet/Stanford approach. However, they also provide support for the enhanced version of this standard, which - on top of dependencies present in basic UD - adds dependencies from the governor to each conjunct, thus making the structure effectively multi-headed.

## 7 Previous Work

This work carries out the research program briefly suggested in Temperley and Gildea 2018:78: "[G]iven the strong evidence for DLM, a finding that one syntactic analysis of (say) coordinate phrases resulted in shorter dependencies than another analysis [...] could be regarded as a strong point in its favor." The only earlier attempt to do that that we are aware of is Temperley 2005. It identifies 6 constructions with the governor on the left and 3 with the governor on the right and attempts to extract them from the original PTB, reporting that "in many cases [relevant dependencies] can be inferred quite reliably from the constituent structures". Temperley shows that - in these constructions - left conjuncts tend to be shorter in terms of words, even when the governor is on the right. Temperley considers two dependency approaches to coordination, Multi-headed/London and Chain/Moscow, and argues that both are compatible with this tendency: the Moscow approach at the level of use, and the London approach at the level of grammar. By contrast, we show that DLM must be at work in English coordination at both levels in order to be compatible with the Multiheaded/London approach and, crucially, that the observed facts cannot be explained via DLM by asymmetrical approaches such as Chain/Moscow. ${ }^{13}$

While Temperley (2005) does not consider the dependence of the proportion of shorter left conjuncts on the length difference between conjuncts, this effect is demonstrated by Gibson et al. (1996: 88-90). They show that, in NP coordinations in PTB and in the Brown corpus (Kučera and

[^8]Francis 1967), proportions of shorter left conjuncts grow proportionally to length differences between conjuncts. While they do not consider the dependence of this effect on the presence and position of the governor, so they do not notice that this tendency disappears when the governor is on the right, their results are broadly compatible with ours. ${ }^{14}$

Apart from these two highly relevant previous publications, there is little corpus work on the order of conjuncts in coordination, the most important being Lohmann 2014. While it is limited to English nominal coordinations, it confirms the short-long tendency (measured in syllables there) observed elsewhere, but also shows that semantic factors have a stronger effect (where applicable), which explains why - even when differences in length are very large - the proportion of shorter left conjuncts is still much lower than 1 .

## 8 Conclusion

This paper makes the following empirical contributions: 1) it demonstrates - more robustly than previous work - the general short-long tendency in binary coordinations in English, and 2) that this tendency also holds for coordinations followed by their governor. The novel observation is 3 ) how this effect depends on differences in conjunct lengths and on the position of the governor: the strong statistically highly significant positive correlation between length differences and proportions of shorter left conjuncts disappears when the governor is on the right. On the theoretical side, 4) we argued that this effect is explained by DLM, possibly operating at both levels: use and grammar, and 5) that this explanation is only possible when the symmetrical dependency structures of coordination are assumed. To the extent to which no other explanations of the effects observed in Figure 1 are forthcoming, this provides an argument for the linguistic validity of symmetrical approaches to coordination such as Conjunction-headed/Prague and Multiheaded/London and against those approaches which assume that coordinations are headed by the first conjunct, such as Bouquet/Stanford and Chain/Moscow approaches.

[^9]
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## 9 Limitations

### 9.1 English and PTB

The main limitation of the research reported here is that it is based not only on just a single language, English, but on just a single corpus containing single-genre texts (from the Wall Street Journal), $\mathrm{PTB}_{\&}$. It might seem that this kind of research should instead be performed on Universal Dependencies (UD; https://universaldependencies. org/; Nivre et al. 2016, de Marneffe et al. 2021, Zeman et al. 2022) - a collection of over 200 dependency treebanks for over 100 languages, currently the favourite resource for investigating DLM (see, e.g., Futrell et al. 2020).

Unfortunately, UD is ill-suited for the task at hand. In order to investigate conjunct lengths in relation to the position of the governor, a resource is needed which, for each coordination, makes it possible to locate its governor, if any, and to identify the exact extent of each conjunct (in order to measure its length). UD excels on the first requirement but fails on the second: it is not clear whether dependents on the left of the head of the left conjunct are a part of this conjunct or whether they modify the whole coordinate structure (or are shared by all conjuncts). This problem is illustrated with the following example from the UD English GUM corpus (Zeldes 2017), where it is not clear whether never is part of the left conjunct only (in which case the left conjunct is longer than the right conjunct) or whether it is shared by the two conjuncts (in which case they are of equal length). ${ }^{15}$

[^10](20)


Our initial experiments suggest that it is much easier to find governors of coordinations in $\mathrm{PTB}_{\&}$, than to decide which dependents should be shared by conjuncts in UD treebanks; ${ }^{16}$ hence the use of $\mathrm{PTB}_{\text {\& }}$ rather than UD in the current paper.

The Enhanced UD (EUD) format makes it possible to explicitly encode which dependents are shared, but currently almost all EUD treebanks seem to be the result of error-prone automatic conversion from basic UD treebanks based on simple heuristics (Schuster and Manning 2016), so such information is currently not fully reliable. For example, the EUD version of GUM (in the current 2.11 release of UD) does not contain information that never in the above example is shared between conjuncts (the intended interpretation of this sentence), although it does contain information about, say, shared subjects. However, given the recent steps towards the creation of EUD treebanks with more reliable coordination information (Grünewald et al. 2021), future versions of EUD treebanks might become better-suited for the task at hand.

Moreover, some EUD treebanks - for some languages other than English - are the result of direct translation from formats that do distinguish between modifiers of left conjuncts and modifiers of whole coordinations (or all conjuncts), so it is possible that they preserve these distinctions. Probably the largest such treebank in the current release 2.11 of UD is UD_Czech-PDT ( 87,913 sentences; Hajič et al. 2006), other such treebanks including: UD_Czech-CAC ( 24,709 ; Hladká et al. 2008), UD_Polish-PDB (22,152; Wróblewska 2018), UD_Polish-LFG (17,246; Przepiórkowski and Patejuk 2020), UD_Dutch-Alpino (13,603; Bouma and van Noord 2017), UD_Czech-FicTree (12,760; Jelínek 2017), UD_Slovak-SNK (10,604; Zeman 2017), UD_Arabic-PADT (7,664; Hajič et al. 2009), UD_Dutch-LassySmall (7,341; Bouma and van Noord 2017), and UD_LithuanianALKSNIS (3,642; Bielinskienė et al. 2016). Furthermore, there are some treebanks - including reasonable-sized French treebanks - natively en-

[^11]coded in the surface-syntactic alternative to UD, Surface Syntactic Universal Dependencies (SUD; Gerdes et al. 2018, 2021), which explicitly represents information about shared dependents. Moreover, there are some constituency treebanks (thus unambiguously representing extents of conjuncts), which also contain explicit information about heads of constructions (which makes identifying governors easy), that could be used for the purposes of the current research; these include the Polish Składnica treebank (Woliński et al. 2011, Woliński and Hajnicz 2021) and the Swedish Eukalyptus treebank (Adesam et al. 2015). Finally, all the relevant information is represented in Head-driven Phrase Structure Grammar (HPSG; Pollard and Sag 1994, Müller et al. 2021) and Lexical Functional Grammar (LFG; Kaplan and Bresnan 1982, Dalrymple et al. 2019) parsebanks - e.g., the English Redwood treebank (Oepen et al. 2004), the Bulgarian BulTreeBank (Simov et al. 2002), or the Polish LFG Treebank (Patejuk and Przepiórkowski 2015) - but the internal format of structures in such treebanks is usually much more complex than in the case of PTB or (E)UD, and less well-documented, which makes it more difficult to extract relevant information automatically. Nevertheless, future work should investigate to what extent these treebanks contain reliable and unambiguous information about coordinate structures and their governors and, if they do, it should attempt to replicate the results reported here on the basis of those treebanks.

### 9.2 Confounding Factors

Another limitation of the research reported above is that it does not consider possible confounding factors. There are at least two such factors that should be carefully investigated, although in both cases we give reasons below why we believe these factors should not dramatically influence our conclusion regarding the ability of symmetrical dependency approaches to coordination to explain the patterns observed in Figure 1.

The first possible confounding factor is the "old/new" discourse status of conjuncts. It is well known that phrases expressing discourseold ("given") information tend to be shorter than discourse-new phrases and they tend to occur earlier in the sentence (see, e.g., Arnold et al. 2000). Applied to conjuncts, this might explain both the fact that left conjuncts tend to be shorter regardless of the presence and position of the governor (see

Table 1 in the main text) and that the proportion of shorter left conjuncts is greater than 0.5 regardless of the presence and position of the governor (see Tables 2-3). The explanation would be simple: when the two conjuncts have different discourse status, the statistically shorter discourse-old conjunct tends to occur earlier in the sentence, i.e., as the left conjunct, which influences the hypothetically otherwise balanced distribution of conjunct lengths in coordinations. However, Temperley 2005: 587-588 shows that even when the discourse status of nominal conjuncts is controlled for (e.g., by considering only indefinite NP conjuncts, which tend to be discourse-new), left conjuncts tend to be shorter, and the differences between means of length ratios are statistically significant.

More importantly, it is not clear how this discourse factor could alone explain the tendencies seen in Figure 1. In order to explain the first two rows, it would have to be assumed that the larger the length difference between conjuncts, the greater the probability that the shorter conjunct is discourse-old and the longer is discourse-new and, hence, the larger the proportion of shorter left conjuncts. We are not aware of a claim to this effect being made in the literature. But even if it were true, this hypothesis alone would not suffice, as it is directly contradicted by the third row, where proportions of shorter left conjuncts do not grow with their length differences in a statistically significant way, and even seem to shrink in the case of length differences measured in words.

On the other hand, it is possible to combine this discourse-based hypothesis with the at-use DLM considerations above, i.e., to adopt this hypothesis as an alternative to the grammar-level convention "prefer shorter left conjuncts proportionally to length difference". (Recall that this convention had to be assumed in order to make the empirical results of this paper compatible with the Multiheaded/London approach to coordination.) Then the at-use operation of DLM and this general discourse preference for shorter left conjuncts would conspire in the explanation based on the London approach, but only on the assumption - crucial for that explanation - that the strength of the discourse preference grows with the absolute difference between lengths of conjunct. The opposite assumption, namely, that the strength of this discourse preference does not depend on such length differences, is needed in the case of the Conjunction-

|  |  |  | v e r n on the left |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | e |  |  | on th | right |
|  | \# | \% | \# | \% | \# | \% |
| ADJP | 7 | 0.18 | 355 | 2.71 | 714 | 15.13 |
| ADVP | 4 | 0.10 | 123 | 0.94 | 38 | 0.81 |
| NP | 79 | 1.98 | 7886 | 60.17 | 2966 | 62.85 |
| NX | 3 | 0.07 | 326 | 2.49 | 61 | 1.29 |
| PP | 3 | 0.07 | 446 | 3.40 | 24 | 0.51 |
| QP | 5 | 0.12 | 91 | 0.69 | 59 | 1.25 |
| S | 2267 | 56.67 | 504 | 3.85 | 337 | 7.14 |
| SBAR | 3 | 0.07 | 373 | 2.85 | 20 | 0.42 |
| UCP | 4 | 0.10 | 278 | 2.12 | 340 | 7.20 |
| VP | 1609 | 40.23 | 2693 | 20.55 | 153 | 3.24 |

Table 4: Numbers (\#) and percentages (\%) of coordinations of different categories depending on the presence and position of the governor
headed/Prague approach and the three variants of the "coordination headed by the first conjunct" approaches considered at the end of $\S 6$. This is because, on these approaches, at-use DLM does not say anything about the relative lengths of conjuncts when the governor is on the right, so - if the discourse preference for shorter left conjuncts is really at work here - its effect must be relatively constant, as witnessed in the third row of plots in Figure 1: the slopes there are not significantly positive.

In summary, the potential confounding factor of discourse-newness may influence which of the symmetrical approaches to coordination explains the data better: London (if the strength of discourse effects depends on conjunct length differences) or Prague and variants (if it does not). On the other hand, this potential confounding factor should not influence the general conclusion that symmetrical approaches have more explanatory power than asymmetrical approaches such as Bouquet/Stanford or Chain/Moscow.

The second possible confounding factor is the type of coordination: whether it is a coordination of NPs, VPs, sentences, etc. Table 4 gives numbers and percentages of different kinds of coordination, depending on the position of the governor, and Figure 2 presents a mosaic plot visualizing this data. ${ }^{17}$ It shows that the distributions of categories of coordination vary considerably depending on the presence and position of the governor. For example, as mentioned in $\S 4,97 \%$ of all coordinations without a governor are coordinations of sentences (57\%)

[^12]

Figure 2: Proportions of coordinations of different categories depending on the presence and position of the governor; ADJP, NP, S, and VP coordinations are shown in (increasingly) darker shades of grey
and VPs ( $40 \%$ ), while this is true of only $24 \%$ of coordinations with the governor on the left, and only $10 \%$ - on the right. As sentences and VPs are typically much longer than phrases bearing other categories, also conjuncts in coordinations of these types are much longer, and their mean length differences are also larger (see Table 1 in the main text). Moreover, as also observed in the main text, many of such coordinations have shorter right conjunct (see examples (10)-(11)), which results in such coordinations having a lower proportion of shorter left conjuncts than coordinations with a governor (contrast Tables 2 vs. 3). So it is clear that the different distributions of categories of coordination, which depend on the presence and position of the governor, have an impact on the statistics reported in Tables 1-3 and, thus, should be carefully investigated.

It is less clear how this potentially confounding factor could influence the main effect observed in Figure 1, i.e., that there is a statistically significant positive correlation between proportions of shorter left conjuncts and absolute length differences when there is no governor or when it is on the left, but no such correlation when the governor is on the right. One way to verify that there is no such influence would be to examine plots analogous to those in Figure 1, but separately for each category of coordination. Unfortunately, there is no category that would be sufficiently well represented in all three populations; for example, while there are as many as $7,886 \mathrm{NP}$ coordinations with the governor on the left and 2,966 when it is on the right, there are only 79 such coordinations without a governor in PTB $_{\&}$. Not only is this last number much too low for a statistically valid investigation, but also the 2,966 coordinations with the governor on the right do not contain enough data (enough in the sense explained in Harrell 2015: 72-73; cf. Gries 2021:71) for the case where the right conjunct is shorter: there are only 24 such coordinations with length difference (in words) 3 , only 14 when the difference is 4 , only 7 when it is 5 , etc.

Nevertheless, once larger corpora with good quality annotation of coordinations become available, the effect of coordination category should be investigated in more detail.
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## Appendix: Counting Syllables

The syllabic length of a constituent was measured by adding syllabic lengths of all leaves of this constituent, whose labels do not start and end with a hyphen. Such technical labels include -LRB- and -RRB- (left and right round brackets.)

Syllables of each string were counted using the CMUdict Python package, ${ }^{18}$ which relies on data from the Carnegie Mellon Pronouncing Dictionary. ${ }^{19}$ This dictionary contains phonetic information; in particular, stressed phonemes, which can be treated as syllabic, are marked with numbers (e.g., Peter is represented as P-IY1-T-ER0). Therefore, using CMUdict, the number of syllables can be determined by counting the phonemes that end with a number.

Some PTB tokens were absent in CMUdict, in which case the following heuristics were applied.

In the case of tokens containing nonalphanumeric characters, these characters

[^13]were first removed (apart from commas and dots in numbers), resulting in multiple tokens (see the example at the end of this appendix).

Tokens consisting of up to four upper-case English letters were treated as abbreviations, so their syllabic length was calculated as the sum of syllables in each letter, according to CMUdict. For example, the length of $W W W$ is six syllables. In other cases of tokens consisting of letters, a simple heuristic was applied to try to estimate the number of syllables: each substring of vowels was counted as one syllable. If a word ended with $-e$ (other than $-l e$ ), then this ending was not counted as a syllable. According to this heuristic, the syllabic length of beautiful is 3 , of tackle -2 , and of fare -1 .

Numbers were recognized as 1) strings of digits with optional commas and at most one dot after all commas, e.g., 100,000.99, 2) possibly ending in $-s t$, $-n d$, -rd, -th (ordinal numbers), 3) as well as strings of digits ending with $-s$ and optionally starting with an apostrophe (e.g., ' $80 s$; such affixes are removed, as not affecting the number of syllables). ${ }^{20}$ Every such number was converted to words using Python's Inflect package (e.g., 100,000.99 would be converted to one hundred thousand point nine nine). ${ }^{21}$ As an exception, numbers in the range 1960-1999 were treated as years (e.g., 1984 as nineteen eighty-four rather than one thousand nine hundred eighty-four).

After the conversion, syllabic length was determined as in the case of other words, i.e., using CMUdict or the above heuristics.

Finally, a small dictionary with syllabic lengths was created for 18 strings: $\$, \%, \&, 1 / 2,1 / 4,3 / 4$, 's and 11 abbreviations of month names (sans May).

For example, consider the hypothetical token O.K.-177,000 $\mathrm{KKTF}+$ NATO-iron. It would first be split on non-alphanumeric characters into the following tokens: $O, K, 177,000, K T F, N A T O$, and iron. 177,000 is recognized as a number and converted by Inflect to one hundred and seventy seven thousand, which corresponds to 11 syllables. $O, K$, NATO, and iron are all in CMUdict, with - respectively $-1,1,2$, and 2 syllables, i.e., 6 in total. $K T F$ is not in CMUdict, so it is split into letters, whose syllabic lengths are 1 according to CMUdict, so 3 in total. Hence, altogether, the whole initial token is estimated to consist of 20 syllables.

[^14]
[^0]:    ${ }^{1}$ In these diagrams, the governor is marked as $\odot$, tokens within the coordination as $\square$, and tokens within each conjunct are grouped. Names of the approaches in (4) and (6)-(7) are based on those in Popel et al. 2013 and they

[^1]:    reflect where a given approach is conspicuously assumed: (4) - in the Prague Dependency Treebank (https://ufal. mff.cuni.cz/prague-dependency-treebank; Hajič et al. 2006), (6) - in the Stanford dependency parser (https://nlp. stanford.edu/software/lex-parser.shtml; de Marneffe et al. 2006), (7) - in the Meaning-Text Theory originally developed in Moscow (Mel'čuk 1974, 1988, 2009). In the same spirit, we call the approach in (5) "London", as it is often associated with Word Grammar (Hudson 2010, 1990, 1984: 225), developed at University College London.
    https://github.com/Jess1ca/ CoordinationExtPTB

[^2]:    ${ }^{3} \mathrm{PP}$ stands for prepositional phrase, IN is the tag used in PTB for prepositions, TO - for various uses of the word to, and VBG - for gerunds.
    ${ }^{4}$ The gold standard for this evaluation was created by two annotators. Their initial Inter-Rater Agreement was $\kappa=0.71$ for the task of locating a specific governor (or deciding that there is none) and $\kappa=0.74$ for deciding on the presence and position of the governor with respect to the coordination. In order to create the gold standard, all differences in annotation where then discussed and resolved. Against this gold standard, values of precision, recall, and $F_{1}$ of the algorithm for the task of deciding that the governor is on the left were: $P=0.98$, $R=0.97, F_{1}=0.98$, on the right: $P=0.94, R=0.94$, $F_{1}=0.94$, and absent: $P=0.95, R=1.00, F_{1}=0.97$.
    ${ }^{5}$ For example, a matrix coordination of sentences has no governor, as in (i).
    (i) [[It scared brokers], but [most survived].]

[^3]:    ${ }^{6}$ The non-parametric Wilcoxon test was used here and elsewhere, because the relevant distributions are not normal, as ascertained by the Anderson-Darling test for normality (with $p \ll 0.001$ ). (The Anderson-Darling test is reported in Razali and Yap 2011 and Yap and Sim 2011 to be of comparable performance to the more frequently used Shapiro-Wilk test, which however could not be used here, as some sample sizes are greater than 5,000 .) The Wilcoxon test was applied here

[^4]:    ${ }^{8}$ By contrast, such S or VP coordinations only constitute $24 \%$ of coordinate structures with the governor on the left, and $10 \%$ with the governor on the right.
    ${ }^{9}$ Due to the low number of coordinations with large length differences when the governor is on the right, observations were collected into five buckets defined by the vector $\vec{\delta}=\langle 0,1,2,3,6,25\rangle$ for words, where bucket $i$ contains coordinations with absolute length differences within the interval ( $\vec{\delta}_{i}, \vec{\delta}_{i+1}$ ]; for syllables and characters the relevant vectors are $2 * \vec{\delta}$ and $6 * \vec{\delta}$, as an average English word consists of approximately 2 syllables and 6 characters.

[^5]:    ${ }^{10}$ In the case of words, the slight opposite tendency is observed, but it is not (even marginally) statistically significant.

[^6]:    ${ }^{11}$ As well as to its variant in Surface Syntactic Universal Dependencies (SUD; Gerdes et al. 2018, 2021; https://surfacesyntacticud.github.io/guidelines/ u/particular_phenomena/coord/).

[^7]:    ${ }^{12}$ EUD also adds dependencies from conjuncts to their shared dependents.

[^8]:    ${ }^{13}$ Temperley (2005) also argues for the superiority of the multi-headed approach over the chain approach, but his crucial argument for that relies on certain - not universally shared assumptions about the structure of nominal phrases and about non-projectivity.

[^9]:    ${ }^{14}$ For lack of space, we do not provide plots for the whole population of coordinations in $\mathrm{PTB}_{\&}$, but such plots would be similar to the first two rows in Figure 1, as coordinations with the governor on the right ( $N=4,719$ ), which display a weakish and statistically insignificant correlation between proportions and length differences, would be dominated by the other coordinations ( $N=17,106$ ), where the correlation is much stronger and statistically significant.

[^10]:    ${ }^{15}$ Note that, technically, UD follows the asymmetrical Bouquet/Stanford approach to coordination, even though, conceptually, coordination is assumed to be symmetric: "UD in principle assumes a symmetric relation between conjuncts, which have equal status as syntactic heads of the coordinate structure. However, because the dependency tree format does not allow this analysis to be encoded directly, the first conjunct in the linear order is by convention always treated as the parent of all other conjuncts" (de Marneffe et al. 2021: 276).

[^11]:    ${ }^{16}$ See also Findlay and Haug 2021: §3 on the relatively low performance of heuristics aiming at deciding whether a given dependent is private to one conjunct or shared by all conjuncts in UD treebanks.

[^12]:    ${ }^{17}$ All categories occurring at least 20 times with the governor on the right and at least 20 times with the governor on the left where taken into account. All other categories occur less than ten times in each of the three data sets.

[^13]:    ${ }^{18}$ https://pypi.org/project/cmudict/
    ${ }^{19}$ http://www.speech.cs.cmu.edu/cgi-bin/cmudict

[^14]:    ${ }^{20} \mathrm{An}$ attempt to recognize unknown tokens as numbers in 2) (e.g., 80th) and 3) (e.g., '80s) was made before the initial stage of splitting tokens on non-alphanumeric characters.
    ${ }^{21}$ https://pypi.org/project/inflect/

