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Abstract


Studies by Pinker (1979; 1984) have argued that lexical categories cannot be acquired on the basis of distributional information. However, more recent studies (e.g. Cartwright & Brent, 1997; Mintz, 2003; Redington et al., 1998) have presented new distributional approaches to lexical category acquisition and argued that such approaches overcome the problems with distributional analysis identified by Pinker. The current article provides a detailed critical assessment of the new distributional approaches to lexical category acquisition by focussing on two such approaches - the generalized minimal pair approach of Cartwright and Brent (1997) and the frequent frame approach of Mintz (2003). The article explores ten problems with such models such as their tendency to lump and split lexical categories, their habit of assigning certain classes of words to the wrong lexical categories and their inability to deal with crosslinguistic data. It is concluded that Pinker (1979; 1984) was correct to be pessimistic about the prospects for acquiring lexical categories on the basis of distributional information. Furthermore, it is argued that such a conclusion places language acquisition research in a quandary since it suggests that there is no form of information that children could use to acquire lexical categories.
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1. Introduction


Among language acquisition researchers, it is widely held that children cannot use grammatical information to acquire lexical categories because this would involve circularity. Specifically, it would suggest that children must already possess a sophisticated understanding of grammar in order to be able to develop a sophisticated understanding of grammar (for further discussion of this point cf. Cartwright & Brent, 1997: 126; Croft, 2001: 45; Crystal, 1967/2004: 192; Mintz, 2003: 111; Maratsos, 1999: 207; Maratsos, 1988: 32; Maratsos & Chalkley, 1980: 133-134; Pinker, 1987: 400). This problem spurred the development of the semantic bootstrapping hypothesis which claims that lexical categories can be acquired via the semantic rather than the grammatical properties associated with them (Grimshaw, 1981: 174-176; Pinker, 1984: 39-42; Russell, 2004: 473-477). On this view, children would take words denoting objects to be nouns, words denoting events to be verbs and so on. However, there is now a growing consensus that there are severe problems with the semantic bootstrapping hypothesis (for a detailed review of these problems cf. Pinker, 1987: 413-418). Notably, it has been argued that many languages embody the postulated correspondences between lexical categories and semantic properties far more loosely than English (for discussion of this point cf. Hengeveld, 1992: 64; Maratsos, 1992: 83-84; Wetzer, 1992; 225). Moreover, there is increasing evidence that young children are exposed to many words which fail to exhibit the desired semantic properties (Lieven et al., 1997: 206-207; Maratsos, 1999: 209-210; Maratsos & Chalkley, 1980: 145-148; Mintz, 2003: 111; Pinker, 1987: 413-414; Russell, 2004: 476; Tomasello, 2003: 185). Thus, Mintz (2003: 111) observes that young children learning English will be exposed to a range of verbs which do not denote actions (e.g. “to know”) and would tend to assign these to the wrong lexical category if they were adhering to the semantic bootstrapping hypothesis. 


Disenchantment with the semantic bootstrapping hypothesis has led many language acquisition researchers to explore whether distributional information may play a role in the acquisition of lexical categories. Such information concerns regularities in the position of a word in relation to other words (Fries, 1952: 65-86; Harris, 1946: 161-165). Thus, it could concern the fact that a given word often occurs in front of another word or between two other words. Such distributional information is clearly pregrammatical since it requires no ability on the part of children other than the ability to segment the speech stream into words and to note the resultant combining tendencies of words. As a result, accounts of lexical category information based on distributional information do not incur the circularity that afflicts accounts based on grammatical information. Nor do distributional accounts involve semantic information and consequently, as Mintz (2003: 111) observes, they avoid the various problems attached to the semantic bootstrapping hypothesis. That such information might be exploited by children acquiring lexical categories was explored in pioneering studies by Kiss (1973: 1-13), Maratsos and Chalkley (1980: 12-145) and others. Subsequently, a powerful critique of such approaches was developed by Pinker (1979: 239-240; 1984: 47-50) who argued, amongst other things, that the possible set of distributional properties is too complex for a child to handle and that distributional approaches are unable to cope with words which occur in multiple lexical categories such as fish. As arguments and evidence began to mount against the semantic bootstrapping hypothesis, however, language acquisition researchers attempted to revive the distributional approach. In particular, a new generation of language acquisition researchers has emerged who have argued that more sophisticated distributional approaches are capable of solving the problems described by Pinker (cf. in particular Cartwright & Brent, 1997: 123-124; Mintz, 2003: 91-93; Monaghan et al., 2007: 264-265; Onnis & Christiansen, 2008: 187-188; Redington et al., 1998: 431-432).


The aim of the current article is to present a comprehensive review of the problems associated with the new generation of distributional approaches. In order to effect this assessment, two recent distributional models will be focussed upon, namely the frequent frames approach developed by Mintz (2003: 107-114; 2006: 35-42) and the generalized minimal pair approach developed by Cartwright and Brent (1997: 130-143). In Mintz’s (2003: 93; 2006: 31) frequent frame approach, lexical categories are formed by clustering together all of the words which occur within a frame formed by two other frequent words (cf. Section 2.1 below). In Cartwright and Brent’s (1997: 130-131) generalized minimal pair approach, categories are formed by clustering together all of the words occurring in a specific position in a given sentence template (cf. Section 2.2 below). The primary motivation for selecting these two models is that they provide the most detailed and explicit accounts to date of how lexical categories can be acquired on the basis of distributional information. The two models also provide a useful contrast to each other insofar as they employ very different approaches both to the gathering of distributional information and to the derivation of lexical categories from that information (for discussion of this contrast cf. Mintz, 2003: 94-95). The article begins by summarising the key features of these two models in Section 2 before ten problems associated with the models are explored in Section 3. In a concluding section, it is argued that distributional approaches are unlikely to furnish a viable means for children to acquire lexical categories and that other methods must be sought. 

2. Models of distributional analysis

2.1. The frequent frame approach (Mintz, 2003; 2006)


Mintz (2003: 93-97; 2006: 38-42) develops an account of lexical category acquisition based on frequent frames. For Mintz (2006: 38), a frame consists of two component words which occur to the immediate left and right of a target word. Thus, the frame to___it consists of the component words to and it. We might expect target words such as put to occur in this frame since we might expect to encounter the sequence to put it in a corpus of English. While there will potentially be thousands of such frames in any given corpus, Mintz’s account only makes use of frames which occur frequently in a corpus because it is only frequent frames which are likely to yield clusters of target words sharing the same lexical category.1 As Mintz (2003: 94) states, “…if a given frame occurs frequently in a corpus of natural language, it is likely to be caused by some systematic aspect of the language, rather than by accident. Therefore, the target words that occur inside each instance of the frequent frame are likely to have some linguistically pertinent relationship, such as grammatical category membership.” If such reasoning is sound, analysing speech in terms of frequent frames should yield a cluster of target words sharing the same lexical category for each frequent frame. The hope, then, is that as soon as children are able to segment the speech stream into individual words, they can begin to use frequent frames to carve up the speech they are exposed to into discrete lexical categories.


Mintz points to various lines of evidence suggesting that language learners might make use of frames rather than other types of distributional information. Firstly, Mintz (2003: 93-94) points to experimental studies of child language acquisition such as that by Childers and Tomasello (2001: 746-747) which suggest that children as young as 2;6 can acquire categories using frames. Secondly, Mintz (2003: 94) cites evidence from artificial grammar learning experiments (e.g. Mintz, 2002: 683-684) which show that whereas adults can successfully categorise words on the basis of their occurrence within frames, they fail to do so on the basis of bigrams (i.e. a single component word which is either followed or preceded by a target word such as the___ ). Thirdly, Mintz (2003: 110) points to analyses of child language corpora which categorise words using bigrams such as that by Redington et al. (1998) and argues that such analyses “often resulted in one or two large categories that were linguistically incoherent”. As an example of this, the category which Redington et al. (1998: 443-444) entitle “Pronouns, Pronouns + Aux, Aux, Aux + Negation” contains not only words drawn from those lexical categories referred to in the title but also prepositions (e.g. “to”) and adverbs (e.g. “usually”) as well. Mintz (2006: 38; cf. also Mintz 2003: 94) suggests that frequent frames are less likely to produce such incoherent categories because frames are “structurally more restrictive than bigrams because they involve a relationship between the context elements themselves (the framing words), in addition to the relationship between the context and the target word”. 


In an experiment applying the frequent frame approach, Mintz (2003: 96) selected six corpora from the CHILDES database (MacWhinney, 2000) featuring adult speech to six children aged 2;6 or younger. The words in the corpora were categorised using an expanded labelling protocol which distinguished between nouns and pronouns and between verbs, auxiliaries and the copula (Mintz, 2006: 41). For each of the six corpora, the 45 most frequent frames were selected excluding frames which crossed utterance boundaries (Mintz, 2003: 96). Some frames occurred as part of the set of the 45 most frequent frames for more than one corpus (Mintz, 2003: 103). As Mintz (2003: 103) notes, almost all frames consisted of closed class words (e.g. you___it) but a few contained open class words (e.g. in___box). Applying these frames to the corpora resulted in an analysis of 6% of the total number of word tokens in the corpora. Since they also occurred frequently outside of frequent frames, the word types that were categorised in this analysis constituted 50% of word tokens in the corpora as a whole (Mintz, 2003: 107; 2006: 39-40). Mintz (2003: 96-97) assessed the clusters of words yielded by each frequent frame for “accuracy” - a measure which computes the degree to which the words in a cluster belong to the same lexical category - and for “completeness” - a measure which computes the degree to which words belonging to the same lexical category occur in the same cluster. Mintz (2003: 98) observed a mean accuracy score for both word types and word tokens of 0.91 under the expanded labelling protocol which was significantly higher than the random baseline score. On the basis of such scores, Mintz (2003: 102) concluded that the frequent frames method “produces extremely accurate categories.” Mintz also observed (2003: 98-100) mean token and type completeness scores of 0.12 and 0.10 respectively indicating that words from a given category typically occurred in multiple frequent frame clusters. Although the completeness scores were much lower than the accuracy scores, they were still significantly above a random baseline score. 


On the basis of his results, Mintz (2003: 115) concludes that “frequent frames have been shown here to be an extremely effective and efficient source of information for categorizing words in children’s input”. Furthermore, Mintz also points out a number of strategies for improving the frequent frames approach. Firstly, Mintz concedes that his method did produce low completeness scores and thus several discrete clusters for lexical categories such as verbs. However, Mintz (2003: 107-108) argues that completeness scores can be increased through a conglomeration procedure which merges together clusters which share at least 20% of their words in common. Moreover, in trying out this method on one of the corpora, Mintz (2003: 108) found that 17 clusters containing verbs were merged together to form a single verb category 99.3% of whose words were verbs. Secondly, Mintz (2003: 109) argues that the already high accuracy scores could be improved further by filtering out words that occur infrequently inside a given frame. This would filter out a number of words which do not share the lexical category of the words that typically occur inside that frame. Nevertheless, as Mintz concedes, such a method would not succeed in rendering categories perfectly accurate since it would still fail to filter out those words occurring frequently inside a given frame which do not share the lexical category of the words that typically occur inside that frame. As an example of such a word, Mintz (2003: 109-110) notes that the verb get occurs frequently inside the go___the frame even though most words occurring inside this frame are prepositions. However, Mintz (2003: 110) also argues that children could further augment the accuracy of the categories produced by the frequent frames approach by coupling it with other methods for determining lexical categories such as methods making use of semantic information. Thirdly, Mintz (2003: 110-111) concedes that the frequent frames approach yields clusters of words but little information about the shared grammatical behaviour that binds those words together as a lexical category. However, he argues that coupling the frequent frames approach with other approaches may enable the categories produced in a frequent frames analysis to be identified as particular categories such as verb or noun categories. This in turn would allow children to begin to build up a picture of the grammatical behaviour typical of the words in a particular category. In this way, then, the frequent frames approach can be seen as a bootstrapping device. It does not by itself yield fully formed lexical categories but rather forms an initial stage in the process by which such categories are arrived at.

2.2. The generalized minimal pair approach (Cartwright & Brent, 1997)


In the generalized minimal pair approach to lexical category acquisition developed by Cartwright and Brent (1997), it is the entire sentence which forms the distributional context against which a word’s lexical category is determined. In this approach, it is envisioned that when children encounter novel sentences they initially assign each word a tag in the form of a letter indicating that it belongs in its own unique word group. Consider, for instance, the following sentences (taken from Cartwright & Brent, 1997: 138):

1)
a.
My 
cat
meowed



A
B
C


b.
Your
dog
slept



D
E
F

The set of word tags (e.g. A, B, C etc) for each sentence constitutes a template. The task of the child is to discover whether the groups within a template for a given sentence can be merged with the groups from other templates belonging to other sentences. It is this process of merging which ultimately clusters words together into progressively larger groups which form the basis of a set of lexical categories. Whether merging actually takes place or not is determined by a set of ten preferences and a description length formula which determines how the ten preferences are combined (Cartwright & Brent, 1997: 133-138).


In order to demonstrate how these preferences work, Cartwright and Brent (1997: 138-139) consider whether groups D and A in the templates belonging to the sentences in examples (1a) and (1b) could be merged together. As they note, merging groups A and D together to form a single group A would reduce the set of groups from six to five. Consequently, such a merge would satisfy the fourth of the ten preferences which states that the total number of groups should be minimised. Such a merge would also increase the number of word types in group A from one (e.g. my) to two (e.g. my, your) and as such would satisfy the tenth preference which states that groups containing large numbers of word types should be preferred to those with smaller numbers of word types. However, such a merge would violate the seventh preference which states that the numbers of word types in each group should be minimised and it would also violate the eighth preference which states that the number of groups containing more than one word type should minimised. The results of this analysis are then fed into a complex description length formula based on the Minimal Description Length paradigm (for details of this formula cf. Cartwright & Brent, 1997: 163-166) in order to determine whether to merge the groups or not. This formula weights the two violated preferences strongly but only weights one of the satisfied preferences strongly, namely the fourth preference. As a result, the violated preferences outweigh the satisfied preferences and the decision is taken not to merge groups A and D. 


As a second example of how the preferences work, Cartwright and Brent (1997: 141-142) consider the following examples under the assumption that some of the words have already been merged into the same groups:

2)
a.
Fred
saw
the 
cat.



A
B
C
D


b.
Fred
saw
the 
dog.



A
B
C
D


c.
Where 
is 
the 
cat



E
F
C
D


d.
Where 
is 
the 
cat



E
F
C
D


e.
Where 
is 
the 
saw



E
F
C
G

In particular, Cartwright and Brent (1997: 142) consider whether the word token saw in group G from example (2e) would be merged with the other tokens of saw in group B, whether it would be merged with the cat and dog tokens in group D or whether all of the tokens of saw along with all of the tokens of cat and dog would be merged together into a single large group. Clearly, each of these possibilities would satisfy a number of preferences. Merging groups G and B, for instance would satisfy the fifth preference (e.g. “Put all instances of a word type together” (Cartwright & Brent, 1997: 134)) and the sixth preference (e.g. “Minimize the number of types whose instances are divided among different groups” (Cartwright & Brent, 1997: 134)) whereas merging groups G and D would satisfy the first preference (e.g. “Minimize the number of templates” (Cartwright & Brent, 1997: 133)) and the third preference (e.g. “Create templates with the highest possible frequency” (Cartwright & Brent, 1997: 134)). Obviously, the merging of group G with group D is intuitively preferable since saw in example (2e) is a noun just like cat and dog. However, as Cartwright and Brent (1997: 142) argue, their model does not guarantee such an outcome. In fact, any of the three outcomes are possible and which actually arises will depend on a variety of factors such as how frequent the various templates are and how many words the various groups contain. 


As the above examples illustrate, one striking feature of the preferences employed in Cartwright and Brent’s account is that some of them directly contradict one another. In the above example, for instance, the tenth preference (e.g. “Prefer groups with large numbers of word types” (Cartwright & Brent, 1997: 134)) directly contradicts both the seventh preference (e.g. “Minimise the numbers of word types in each group” (Cartwright & Brent, 1997: 134)) and the eighth preference (e.g. “Minimise the number of groups containing more than one word type” (Cartwright & Brent, 1997: 134)). In general, such conflict arises in Cartwright and Brent’s model because some of the preferences work to drive merging and to decrease the number of groups while others work to resist merging and to increase the number of groups. Clearly, such a tension is necessary because if the model lacked preferences to drive merging each word would ultimately be assigned to its own unique lexical category whereas if the model lacked preferences to resist merging each word would ultimately be assigned to the same lexical category. By including both types of preference, Cartwright and Brent’s model aims to avoid generating lexical categories that are excessively lumped together or split apart (on this point cf. Cartwright & Brent, 1997; 134). In fact, as the above example illustrates, the description length formula carries within it a slight bias towards resisting merges. This weighting in favour of those preferences that resist merges is necessary because in Cartwright and Brent’s model “it is difficult - perhaps impossible for children to undo a merge” and as a result “it is always better to be conservative in the merging process” (Cartwright & Brent, 1997: 132). 


Like Mintz (2003), Cartwright and Brent apply their approach to a corpus of child directed speech taken from the CHILDES database. Specifically, in Experiment 3 of Cartwright and Brent (1997: 148-152), their approach is applied to a corpus of speech from nine mothers directed to their 13 to 21 month old children. The corpus was edited in a number of respects (e.g. contractions such as wouldya were rewritten as would you) and its words were tagged according to a set of eleven lexical categories. As in Mintz (2003), the model’s analysis of the corpus was assessed for both completeness and accuracy. The high accuracy scores observed for both word types and word tokens (e.g. 86.3% and 85.3% respectively) were both significantly above the baseline measure. In contrast, the low completeness scores observed for both word types and word tokens (e.g. 5.3% and 17.8% respectively) were both significantly below the baseline measures. On the basis of these results, Cartwright and Brent (1997: 155) conclude that “the theory proposed in this paper is capable of explaining aspects of early language acquisition.” Despite arguing for the value of their distributional approach, however, they also concede that other approaches drawing on other sources of information could be of value to the child acquiring lexical categories. In particular, Cartwright and Brent (1997: 159-160) accept that the semantic bootstrapping hypothesis is a useful device for identifying clusters of words as specific lexical categories such as verbs and nouns and argue that it may be necessary for a child to combine their approach with the semantic bootstrapping hypothesis when acquiring lexical categories. 

3. Problems with distributional approaches to lexical category acquisition

3.1. Splitting categories

 
A key aim for any learner of a language is to determine the correct set of lexical categories for that language. In particular, such a learner needs to avoid attributing too few categories to a language or too many categories to a language. The former danger is known as lumping because it arises when categories are lumped together into large “supercategories” whilst the latter danger is known as splitting because it arises when individual categories are split apart into small subcategories (on this point cf. Croft, 2001: 65-84). There are distinct problems associated with both lumping and splitting. If a model of lexical categories in English were simply to lump pronouns, gerunds, common nouns and proper nouns into a single category of nouns, for instance, there would be a danger that this model would fail to capture the differences between them (e.g. the fact that only pronouns are casemarked in English). Splitting the noun category into separate pronoun, gerund, common nouns and proper noun categories, on the other hand, would allow the model to capture the differences between these categories but such a model would fail to embody the fact that such categories share important properties in common (e.g. the ability to occur in argument positions). As Crystal (1967/2004: 194; cf. also Plank, 1984: 509) puts it, “the more subclassification one allows, the more points of general similarity become less clear”. If the process of lumping is left unchecked, it can result in a simplistic model in which all of the categories of a language are lumped into a single unwieldy supercategory (on this point cf. Bhat, 1994: 245-248; Plank, 1984: 491). Because it lumps together such diverse categories, such a supercategory, as Crystal (1967/2004: 194) has observed, would possess “a very uncertain and miscellaneous constitution, lacking any perceivable homogeneity”. In contrast, if splitting is left unchecked, it can result in an excessively complex model containing hundreds of lexical categories each of which contain only one or two members (on this point cf. Gross, 1979: 859-860). In both cases, it can be questioned whether the resultant categories are in any way meaningful or informative. However, choosing which position to occupy on the continuum between these two extremes is no easy matter to resolve either because any such choice of position is likely to be arbitrary (on this point cf. Croft, 2001: 78-83; Wetzer, 1992: 225-233). It might be supposed that we could sidestep these problems by simply nesting subcategories within categories (e.g. by nesting distinct pronoun, gerund, common noun and proper noun categories within a larger noun category). One problem with this approach is that many subcategories will fail to fit within the larger categories we are seeking to nest them within. Thus, while most pronouns can be accommodated within the noun category certain pronouns cannot (e.g. possessive pronouns such as my are better accommodated within the determiner category).


Unsurprisingly, such problems impact upon models of lexical category acquisition. Mintz’s frequent frame approach, for instance, is prone to category splitting. Consider, for instance, the frequent frame put___in. Mintz (2003: 99) observes mostly personal pronouns (e.g. it, them, him, you, yourself), demonstrative pronouns (e.g. that, this, these), interrogative pronouns (e.g. what) and proper nouns (e.g. teddy, dolly, panda, Pingu) occurring in this frame although he also observes the common noun things occurring in this frame. Clearly, it is difficult for most common nouns to occur in this frame because of the absence of a determiner. Similarly, it is difficult for pronouns and proper nouns to occur in the frequent frames that common nouns typically occur in because these frames often contain a determiner in front of the gap (e.g. a___of, the___and, the___is). Because the set of frames associated with common nouns on the one hand and pronouns and proper nouns on the other are mutually exclusive, the frequent frame approach splits pronouns and proper nouns apart from common nouns. Clearly, such splitting is problematic because it fails to capture the fact that common nouns, pronouns and proper nouns share important properties in common. Most obviously, we might want to group common nouns, pronouns and proper nouns together because they can all occur in argument positions such as subject and direct object. Because it is insensitive to important properties such as the ability to occur in argument positions, however, Mintz’s frequent frame approach simply splits pronouns and proper nouns apart from common nouns as if there were no connection between them. Moreover, it cannot even be argued in defence of Mintz’s approach that it has created a distinct category of pronouns. Thus, not only is it the case that the word group created by the frame put___in contains proper nouns as well as pronouns, it is also the case that this word group could not contain possessive pronouns such as my and their. Thus, the frequent frame approach splits common nouns and pronouns and also creates splits within the pronoun category itself. In both cases, it does so because it simply does not take account of the properties that bind these words together.


As noted in Section 2.2, Cartwright and Brent’s (1997: 133-135) model makes use of preferences which lump together groups of words into larger groups (e.g. “Minimize the total number of groups” (Cartwright & Brent, 1997: 134)) and preferences which resist such lumping (e.g. “Minimize the number of words in each group” (Cartwright & Brent, 1997: 134)). The model also makes use of a complex description length formula based on the Minimal Description Length paradigm in order to mediate between these conflicting preferences. As Cartwright and Brent (1997: 132) note, this formula contains a slight bias in favour of resisting merges and thus towards splitting. As an example of such splitting, consider again the example of the noun category. As with Mintz’s approach, it is likely that Cartwright and Brent’s approach would split apart the noun category to some extent. Consider for instance the following examples (taken from Cartwright & Brent, 1997: 130-141):

3)
a.
I saw the cat.


b.
I saw the dog.


c.
Fred saw the cat.


d. 
Fred saw the dog.

Now suppose that the following sentence template is assigned to (1a):

4)
a.
I
saw
the
cat



A
B
C
D

Although there are circumstances under which Cartwright and Brent’s approach could resist applying this template to the other sentences in example (3), it is likely that this template will be applied not only to (3b) but also to (3c) and (3d) since doing so would satisfy many different preferences (e.g. “Create templates with the highest possible frequency” (Cartwright & Brent, 1997: 134)). One result of this would be that proper nouns such as Fred would be lumped together with pronouns such as I in group A. Now consider the following sentences:

5)
a.
The postman saw the cat.


b.
The postman saw the dog.

Clearly, the template in (4) could not be applied to the sentences in (5) since they contain too many words (i.e. five rather than four). In this way, then, Cartwright and Brent’s approach would be likely to drive a wedge between common nouns such as postman on the one hand and pronouns and proper nouns on the other such as I and Fred on the other. Whereas in Mintz’s approach such splitting arises because common nouns occur in different sets of frequent frames from pronouns and proper nouns, in Cartwright and Brent’s approach such splitting is liable to occur because common nouns occur in different sets of sentence templates from pronouns and proper nouns. 


In sum, both Mintz’s approach and that of Cartwright and Brent are prone to some degree of category splitting. While such splitting would lead to a model of lexical categories which successfully captured key differences between subcategories such as pronouns and common nouns, it would also lead to a model which overlooked the important similarities which bind such subcategories together. 

3.2. Lumping categories


It has often been argued that distributional methods of analysis are prone not only to splitting but also to lumping. Pinker (1979: 238-239; 1984: 38; 1987: 411; 1994: 284), for instance, has argued that a key problem for distributional approaches to lexical category acquisition stems from the fact that a given word can typically co-occur alongside words from a wide range of different lexical categories. As an example of this, Pinker (1979: 239) gives the following example:

 6) 
a.
That dog bothers me.



b.
What she wears bothers me.


c.
Cheese that is smelly bothers me.


d.
Singing loudly bothers me.


e.
The religion she belongs to bothers me.

In this example the verb bothers is preceded by words from a variety of different categories - a noun in (6a), a verb in (6b), an adjective in (6c), an adverb in (6d) and a preposition in (6e). Clearly, then, analysing a corpus using the bigram ___bothers would be give rise to a highly heterogeneous lexical category in which all manner of words were lumped together. To quote Crystal (1967/2004: 194) again, such a category would possess “a very uncertain and miscellaneous constitution, lacking any perceivable homogeneity”.


Both Cartwright and Brent (1997: 129) and Mintz (2003: 92-93) attempt to overcome this problem of lumping by employing more highly constraining methods of corpus analysis. Mintz (2006: 38), for instance, observes that while words from a wide variety of different lexical categories can occur as the target word in the bigram ___it, only verbs typically occur as the target word in the frequent frame to___it. In this way, frequent frames are more tightly constraining than bigrams - they select only a small subset of the words that would be selected by a comparable bigram. Similarly, the generalized minimal pair approach of Cartwright and Brent (1997: 133-138) is more constraining than a bigram approach because it requires a group of target words to match with one another not simply in terms of the word to their immediate right (as in the bigram ___bothers) but also in terms of all of the other words in the sentence that they occur in. Thus, while the bigram ___bothers would lump together the words dog, wears, smelly, loudly and to in example (6), neither the frequent frame approach nor the generalized minimal pair approach would do so. The frequent frame approach would not lump these target words together since the words to the left of them in example (6) are all different and the generalized minimal pair approach would not lump these target words together since the various sentences in example (6) all provide strongly contrasting sentence contexts.


Yet while the methods of corpus analysis employed by Cartwright and Brent (1997) and Mintz (2003) are undoubtedly more constraining than bigrams it may still be questioned whether these approaches are sufficiently constraining and whether they avoid lumping diverse words together in heterogeneous categories. Mintz (2003), in particular, has argued that his frequent frame approach is sufficiently constraining and does successfully avoid creating heterogeneous categories. In support of such claims, he reports far higher accuracy rates for the frequent frame method than those reported for other distributional analysis methods such as the generalized minimal pair method employed by Cartwright and Brent (1997: 155) or the bigram method employed by Redington et al. (1998: 455). Perhaps the most impressive example of this accuracy occurs in an analysis of the Peter corpus from the CHILDES database (MacWhinney, 2000) collected by Bloom and colleagues (Bloom et al., 1974; Bloom et al., 1975). According to Mintz (2003: 107-108), an analysis of this corpus using the frequent frame method yielded a verb category containing 261 distinct word types. Most impressively, 99.3% of these 261 word types were verbs and, as Mintz (2003: 107-108) notes, “The non-verb items were from disparate grammatical categories and only occurred once or twice”. Such statistics suggest that the categories produced by the frequent frame method are virtually perfectly accurate and homogeneous. Moreover, because the non-verb items in this category occur only infrequently, it is possible to regard them as mere statistical glitches and to remove them using the frequency filter suggested by Mintz (2003: 109) thereby yielding a category that is 100% accurate and homogeneous.


There are, however, a number of reasons to doubt such a high accuracy rate. In a later paper, for instance, Mintz (2006: 47) provides a very different account of the verb category that is produced when the frequent frame approach is applied to the Peter corpus. According to Table 1.4 in Mintz (2006: 47), this verb category contains a total of 283 distinct word types. Of these word types, by Mintz’s (2006: 47) own estimate, 255 are verbs and 28 belong to other categories. Of these 28 words belonging to other categories, 19 are prepositions. Thus, whereas Mintz (2003: 107-108) states that only 0.7% of the word types in this category are non-verbs, Mintz (2006: 47) states that approximately 10% of the word types are non-verbs. More strikingly still, Table 1.4 in Mintz (2006: 47) refutes Mintz’s (2003: 107-108) claim that the non-verb items in this category only occur “once or twice”. Thus, according to Table 1.4, the preposition in occurs 131 times in the various frames associated with the verb category and is the fifth most common word in this category. Also noteworthy are the preposition on which occurs 72 times and the preposition to which occurs 24 times. Such figures clearly undermine the view that the non-verb items in this category are merely statistical blips or errors which merit being expunged with the aid of a frequency filter. Indeed a frequency filter whose threshold was set high enough to expunge the preposition in from this category would expunge a total of 279 word types and leave the category with only four members. Such doubts over Mintz’s claimed accuracy rates are further compounded by a study by Christiansen and Monaghan (2006: 99-102) which “replicated Mintz’s (2003) analysis on one of the corpora that he employed”, namely the Anne corpus (Theakston et al., 2001). In contrast to the high accuracy rates reported in Mintz (2003), Christiansen and Monaghan (2006: 102) report accuracy rates of 78% and 69% for the noun and verb categories yielded by their analysis. Such accuracy rates are in line with those reported in studies employing other distributional methods (e.g. Cartwright & Brent, 1997: 155; Redington et al., 1998: 455). 


It is perhaps unsurprising that the frequent frames approach does not yield perfectly accurate or homogeneous categories. A casual inspection of the 61 frequent frames listed in Table 5 by Mintz (2003: 102) suggests that many of them are grammatically ambiguous in the sense that they can occur in a range of different sentence positions. As the sentence position they occur in changes, moreover, so too does the lexical category of their target words. Consider, for instance, the frequent frame it___the (cf. Mintz, 2003: 102). In the Peter corpus from the CHILDES database (MacWhinney, 2000) collected by Bloom and colleagues (Bloom et al., 1974; Bloom et al., 1975), 179 of the target words that occur in this frequent frame are prepositions while seven of them are verbs (on this issue cf. also Mintz, 2003: 103). For examples of preposition target words consider the sentences in (7) and for examples of verb target words consider the sentences in (8): 

7)
a.
Give it to the mailman.


b. 
Can you put it in the box yourself ?


c.
You’re gonna eat it in the living room.

8)
a.
It was the mouse.

 
b.
It has the microphone plugged in.


c.
Does it look the same ?

As the examples in (7) indicate, when the target word is a preposition, it functions as a direct object while the is drawn from an NP embedded within a PP. In contrast, as the examples in (8) indicate, when the target word is a verb, it functions as a subject while the is drawn from a direct object NP. Thus, the it___the frame yields a heterogeneous group of target words because it conflates together multiple grammatically distinct frames. In order to avoid such heterogeneity, it would be necessary to distinguish grammatically distinct versions of frequent frames. Analysing a corpus with a frame in which it was specified that it functioned as a subject NP while the was drawn from a direct object NP would, for instance, yield a homogeneous category comprised solely of verbs. Of course, however, to do so would be to abandon the distributional approach to lexical category acquisition and to acquire lexical categories on the basis of grammatical information instead. 


Cartwright and Brent’s (1997) generalized minimal pair approach is also prone to lumping together diverse words in heterogeneous lexical categories. Consider, for instance, the following sentences taken from adult speech in the Peter corpus:

9)
a.
It’s a little boy.



b.
It’s a little small.


c.
It’s a baby cow.


d.
It’s a milk mustache.


e.
It’s a rocking horse.


f.
It’s a hello box ?

Suppose that the following template is first assigned to sentence (9a):

10)
It’s
a
little
boy.


A
B
C
D

Were sentence (9b) to be encountered next, it is likely that a similar template would be assigned to it with the result that the adjective small would be lumped together into the same category as the noun boy. As in the case of examples (7) and (8), a heterogeneous category arises because the chosen method of distributional analysis is insensitive to crucial grammatical distinctions. In (9a), little is an adjective modifying a noun but in (9b) a little functions as an intensifier which modifies an adjective. Unfortunately, the generalized minimal pair approach is unaware of this distinction and conflates the two sentence frames in (9a) and (9b) together with the result that boy and small are lumped together to create a heterogeneous category.   


Now consider examples (9c) to (9f). Suppose that in these sentences it’s, a and the sentence final noun have been assigned to groups A, B and D respectively. In this case, the penultimate words in sentences (9c) to (9f) are likely to be merged into group C since they share the same overall sentence context as little in sentence (9a). However, such a merge would mean that group C contained not only adjectives such as little but also nouns such as baby and milk, participles such as rocking and interjections such as hello. Again, Cartwright and Brent’s approach would be prone to lumping together diverse words into a heterogeneous category. Note, however, that this is not because the generalized minimal pair approach has failed to spot crucial grammatical differences in the sentence frames in which the penultimate words are embedded. In fact, the penultimate words in examples (9c) to (9f) are embedded in sentence frames with the same grammatical form as that in which little occurs in sentence (9a). Instead, what examples (9c) to (9f) illustrate is the fact that words from diverse lexical categories can occur in the same sentence position. In such cases, there is little that a distributional approach can do to prevent such words from being lumped together into the same category.


In summary, the approaches of both Mintz and Cartwright and Brent employ more sophisticated methods of distributional analysis than the bigram approach and, as a result, they would both avoid creating a heterogeneous category in response to Pinker’s (1979: 239) bothers example. Nevertheless, Pinker’s claim that distributional methods of analysis are liable to lump together diverse words into heterogeneous lexical categories still stands. Thus, both the frequent frame approach and the generalized minimal pair approach lump words from different lexical categories together because they are insensitive to crucial grammatical distinctions and as a result conflate grammatically distinct frames or templates together. They are also prone to producing heterogeneous categories because words from distinct lexical categories are capable of occupying the same position within a sentence.

3.3. Splitting and lumping words


Just as it is possible to split and lump lexical categories, so it is possible to split and lump words. Thus, a child may make the error of splitting words by wrongly assigning different instances of the same word to distinct categories. Similarly, a child may make the error of lumping words by wrongly assigning different instances of the same word to the same category. Consider, for instance, the following examples (example (11) is taken from Taylor, 1998: 183 and example (12) is taken from Cartwright & Brent, 1997: 141):

11)
a.
an apple pie


b.
a tasty apple

12)
a.
Where is the saw ?


b.
Fred saw the cat.

In both examples, the italicised words are drawn from very different positions in the sentence. However, while this difference leads linguists to assign the italicised words in example (12) to distinct noun and verb categories, linguists typically assign both of the italicised words in example (11) to the same category of noun (for discussion of this example cf. Taylor, 1998: 183-184). In acquiring English, then, children must avoid splitting instances of the same word form such as those in example (11) into different categories while avoiding lumping instances of the same word form such as those in example (12) into the same category.  


The danger of wrongly splitting different instances of the same word into different categories arises because of a phenomenon known as intersective gradience. The term intersective gradience denotes the tendency for a word from a given lexical category to display properties typically associated with words from a different lexical category (Aarts, 2007a: 124). As examples of this phenomenon, consider the following italicised words (example (13b) is taken from Payne & Huddleston, 2002: 395 and example (13e) is taken from Aarts, 2007a: 214):

13)
a.
an apple pie


b.
It was Jill who had spoken the most eloquently.


c.
a pleasantly uneventful afternoon


d.
They arrived very quickly.


e.
a working mother

In (13a), the noun apple exhibits the adjectival property of occurring in front of a noun. In (13b), the adverb eloquently exhibits the nominal property of taking a definite article. In (13c), the adjective uneventful exhibits the verbal property of taking an adverb. In (13d), the adverb quickly exhibits the adjectival property of taking an intensifier. In (13e), the verb (or participle) working exhibits the adjectival property of occurring in front of a noun. Thus, while an intersectively gradient word belongs to a given category, instances of it may occur in a distributional context typically associated with words from a different category. There is therefore a danger that a child will misclassify such instances on the basis of their distributional context and lump them together with words from a different category. Thus, a child might wrongly split apple in (11a) into the adjective category and apple in (11b) into the noun category.  


Distributional approaches are particularly prone to the error of splitting intersectively gradient words across multiple categories because, while they are sensitive to the type of information that would fuel such splitting, they are insensitive to the type of information which would serve to resist such splitting. In the case of apple in example (11a), for instance, we can expect a distributional approach to pick up on the property that links apple to other adjectives, namely the fact that it is occurring in front of a noun or between a determiner and a noun. However, such an approach would fail to pick up on those properties which it shares with nouns (e.g. reference to objects, plural marking etc).2 Consequently, insofar as a distributional approach were capable of categorising apple in example (11a), we might expect it to wrongly classify it as an adjective rather than a noun. In line with this expectation, a bigram-based analysis of a corpus from the CHILDES database by Redington et al. (1998: 448) yields an adjective category containing eight prenominal nouns such as peanut in the phrase peanut butter. That such prenominal nouns should be assigned to the adjective category rather than to the noun category is unsurprising since the bigrams in question were sensitive to only a single property of the prenominal nouns, namely the fact they occurred in front of nouns (or, more accurately, in front of words that adjectives were occurring in front of).  


As noted in Section 2.2 above, Cartwright and Brent’s approach actively guards against the splitting of intersectively gradient words across multiple categories. In particular, in their approach, both the fifth preference (e.g. “Put all instances of a word type together” (Cartwright & Brent, 1997: 134)) and the sixth preference (e.g. “Minimize the number of types whose instances are divided among different groups” (Cartwright & Brent, 1997: 134)) resist the splitting of different instances of a word across multiple categories. Of course, however, this cannot be an absolute and inflexible rule. If it were, it would ensure that different instances of a word which should be split apart (such as the two instances of saw in example (12)) would be wrongly lumped together into the same category. For this reason, Cartwright and Brent actively counterbalance the fifth and sixth preferences with other preferences which act to split different instances of a word across multiple categories (e.g. the third preference, namely “Create templates with the highest possible frequency” (Cartwright & Brent, 1997: 134)). In certain circumstances, then, such preferences could overrule those preferences which resist the splitting of different instances of a word across multiple categories because, as Cartwright and Brent (1997: 142) observe, “when the distributional context is high-frequency and hence presumably reliable, context outweighs the preference for putting instances of the same word type together”.


Crucially, however, there is no way to guarantee in Cartwright and Brent’s approach that those preferences which resist splitting will win out only in those cases such as example (11) where splitting should be resisted and there is no way to guarantee that those preferences which drive splitting will win out only in those cases such as example (12) where splitting should occur. Thus, Cartwright and Brent’s approach is liable to split the instances of apple in example (11) into separate adjective and noun categories while lumping both instances of saw in example (12) into the same (noun or verb) category. For distributional approaches, the problem with sorting between example (11) and example (12) stems from the fact they are entirely similar from a distributional point of view. That is to say, in both examples (11) and (12), pairs of words occur in contrasting distributional contexts. In example (11), apple occurs in both a typical adjective context and a typical noun context while in example (12) saw occurs in both a typical noun context and a typical verb context. In terms of distributional context, then, the pairs in examples (11) and (12) are simply equivalent in that they both occur in contrasting distributional contexts. By itself, then, distributional context offers no clue as to why linguists treat the pair in example (11) differently from the pair in example (12). Gaining such a clue requires an awareness of non-distributional sources of information. For instance, both instances of apple in example (11) are semantically noun-like in referring to an object. In contrast, while saw in example (12a) is semantically noun-like in referring to an object, saw in example (12b) is semantically verb-like in referring to an action. As a result, linguists lump both instances of apple into the noun category while splitting the two instances of saw across noun and verb categories. Since a distributional approach is blind to such semantic information, however, any ability that it demonstrated to correctly categorise the different instances of apple and saw in examples (11) and (12) would simply be a matter of luck rather than design.   


To summarize, while linguists split different instances of some words across multiple categories they lump different instances of other words together into the same category. Since their decisions make use of both semantic and grammatical information, any model attempting to reliably simulate such decisions would also need to make use of such information. However, distributional approaches do not make use of such information and as a result they are prone to lumping and splitting different instances of words incorrectly. 

3.4. Particles and prepositions


In the previous section it was argued that distributional approaches struggle to correctly categorise distinct instances of the same word occurring in different grammatical environments. There is, however, a much sterner test facing distributional approaches. Consider, for instance, the italicised words in the following pair of sentences (example (13b) is taken from Huddleston, 2002: 280):

13)
a. 
I walked down the hill.  


b.
I brought down the bed.

In these examples distinct instances of the same word down occur in superficially similar grammatical environments. In both examples, there is a pronoun and a verb to the left of the word down and a determiner and a noun to its right. Despite such similarity, however, the two italicised words do not share the same lexical category. In example (13a) down is a preposition but in example (13b) it is a particle. As Huddleston (2002: 281-282; cf. also Radford, 1988: 90-101) observes, there are a number of diagnostic tests which can pull particles and prepositions apart. Firstly, the order of the particle and the NP can be reversed whereas the order of the preposition and the NP cannot:

14)
a.
*I walked the hill down.


b.
I brought the bed down.

Secondly, prepositional phrases can be fronted whereas particle plus NP sequences cannot:

15)
a.
It was down this hill that I walked.


b.
*It was down this bed that I brought.

Thirdly, while the preposition in a PP can be repeated in a coordinated PP, the particle in a particle plus NP sequence cannot be repeated via a coordinated particle plus NP sequence:

16)
a.
I walked down the hill and down the road.


b. 
*I brought down the bed and down the duvet. 

Finally, a manner adverb can be inserted between a verb and a preposition that follows it but it cannot be inserted between a verb and a particle that follows it:

17)
a.
I walked carefully down the hill.


b.
*I brought carefully down the bed.

Such differences in behaviour arise because down combines semantically with the following NP to form a single constituent denoting a location in example (13a) but not in example (13b). Because down the hill is a single constituent it cannot be split apart as in example (14a) but it can be moved around and placed in different grammatical positions as in examples (15a) and (16a). In contrast, because down and the bed form separate constituents in example (13b) they can be split apart as in example (14b) but cannot be moved around together and placed in different grammatical positions as in examples (15b) and (16b). Instead of attaching itself to the following NP, the particle down in example (13b) attaches itself to and modifies the verb brought so that together they denote a type of action. Example (17b) is unacceptable because carefully has taken over this modifying role for itself leaving down without a position to occupy.


In order to grasp the difference between down the preposition and down the particle, then, it is not enough to know what words surround down and what the lexical categories of those words are. Instead, it is also necessary to understand the difference in the underlying semantic structure - specifically the fact that the preposition combines semantically with the following NP while the particle modifies the verb - and the differences in grammatical behaviour that this difference in semantic compositionality gives rise to (for discussion of the notion of semantic compositionality cf. Rice, 2000: 24-26). Of course, however, distributional approaches would only be sensitive to the words that surround down and their lexical category. Specifically, bigram and frequent frame approaches would pick up on the words that surround down while the generalized minimal pair approach would also make use of the categories it had assigned to those words. Moreover, distributional approaches are insensitive both to the contrast in the semantic composition of examples (13a) and (13b) and to the differences in grammatical behaviour that this difference in semantic compositionality is linked to. Consequently, distributional approaches would fail to spot the difference between the two downs in example (13) and would have little choice but to lump them together into the same category. Inevitably, such models would simply end up lumping particles and prepositions together to form a single category. Since the set of category labels that distributional approaches employ typically includes prepositions but not particles (cf. for instance Cartwright & Brent, 1997: 167; Mintz, 2003: 97), this category would then be mislabelled as a preposition category. In this way, such models would fail to grasp that a word such as down behaves very differently according to whether it is a particle or a preposition. Clearly, however, this is knowledge that a child must acquire. In order to acquire it, the child must make use of some method other than distributional analysis.


In summary, distributional approaches cannot cope when distinct instances of the same word occur in superficially similar grammatical environments. Because distributional approaches develop only a superficial grasp of grammar they inevitably lump such instances together. In the case of particles and prepositions, however, it is splitting rather than lumping which is the required response. Such a response requires a deeper grasp of grammar however, namely one that grasps the link between semantic composition and grammatical behaviour.

3.5. The function of lexical categories


Accounts of lexical categories rarely take the trouble to explain what lexical categories are for. On the rare occasions when an attempt is made to explain the function of lexical categories, it is typically argued that lexical categories allow language users to generalise about the properties of words. Pinker (1994: 286) claims, for example, that “There are many benefits to using a small number of innate categories like N and V... By calling both the subject and object phrases “NP”… the child automatically can apply hard-won knowledge about nouns in subject position to nouns in object position”. It is easy to see how such generalisations might benefit language users. Consider, for instance, a word such as happy. As Aarts (2007a: 209-210) observes, happy exhibits a number of properties commonly displayed by adjectives such as the ability to occur in attributive and predicative positions, the ability to take the prefix un- and the ability to be intensified and graded e.g.:

18)
a. 
a happy woman


(attributive position)


b. 
She is happy


(predicative position)


c. 
very happy


(intensification)


d. 
happy/happier/happiest

(gradedness)


e. 
unhappy


(un-prefixation)

Clearly, if language users could simply store category labels alongside words and then derive the properties of words from these category labels, it would make for a far more efficient and parsimonious lexicon than one in which every property of every word had to be stored in the lexicon. We can imagine that such generalisations might benefit language learners too. Specifically, if language learners could derive the properties of a word from its category label, they would not need to acquire every property of every word. Instead, they would simply need to determine the category of each word and could subsequently derive all of the properties of each word from their category labels.


There is, however, a significant problem with this explanation of the function of lexical categories. Consider, for instance, the following table (adapted from Table 8.2. in Aarts, 2007a: 210):

Table 1. Adjective criteria

___________________________________________________________________________



Attributive
Predicate
Intensification
Gradedness
un-prefix


___________________________________________________________________________ 

happy

+

+

+

+

+

thin

+

+

+

+

-

afraid

-

+

+

+

+

alive

-

+

+

?

-

utter

+

-

-

-

-

galore

-

-

-

-

-

___________________________________________________________________________

As Table 1 indicates, adjectives in English display different patterns of properties from one another. There is not one property which is exhibited by all such adjectives. Even a word such as happy which displays all five of the properties listed in Table 1 does not exhibit all of the properties associated with adjectives in English. As Ferris (1993: 47) notes, for instance, happy generally does not occur postnominally in contrast to adjectives such as responsible and galore e.g.:

19)
a.
restaurants galore


b.
the people responsible



c.
*the winner happy

Such variation in the patterns of properties exhibited by words is not an idiosyncratic quirk of the English adjective category however. In fact, wherever linguists look, they find such variation. Thus, such variation has been observed in all lexical categories in English and in a wide variety of lexical categories in languages other than English (on this point cf. Aarts, 2007a: chs. 3-8; Aarts et al., 2004: chs. 17-24; Bhat, 1994: ch. 2; Bloomfield, 1933: 269; Crystal, 1967/2004: 209; Culicover, 1999: 63; Gross, 1979: 860; Huddleston, 1984: 318; Hunston & Francis, 2000: ch. 5; Onnis & Christiansen, 2008: 184-188; Pinker, 1989: 126-127; Plank, 1984: 510-511; Pullum, 1991: 779; Ramat, 1999: 166). Indeed, the only categories likely to be immune from such variation are extremely small categories such as the adjective categories of languages such as Chichewa, Jarawara and Toqabaqita or the verb categories of languages such as Kalam (Baker, 2003: 247; Dixon, 2004: 177; Lichtenberk, 2008: vol. 1; Pawley & Lane, 1998: 203).


 Clearly, because there is so much variation in the patterns of properties exhibited by the words within lexical categories, a language user will be unable to form an accurate generalisation about the properties of a word on the basis of its lexical category. That such variation serves to undermine generalisations about properties based on lexical category has been demonstrated with particular force by Culicover (1999: 61-68; cf. also Hudson, 2000: 13) in an analysis of English nominal specifiers (e.g. every, each, this, our). According to Culicover (1999: 67-68), each nominal specifier is typically associated with an idiosyncratic pattern of properties. Thus, the ability to appear without an overt head is exhibited by a nominal specifier such as this but not by others such as every (example (20a) is taken from Culicover 1999: 62):

20)
a.
I’ll take this.


b.
*I’ll take every.

Moreover, the ability to float to the right is exhibited by a nominal specifier such as all but not by others such as our (example (21a) taken from Culicover 1999: 62):

21)
a.
The women have all left.


b.
*Women have our left.

Clearly, if language users were to generalise the properties exhibited by nominal specifiers to all nominal specifiers, they would produce incorrect sentences such as (20b) and (21b). As a result, Culicover (1999: 67) maintains that language users do not generalise about the properties of English nominal specifiers but must instead simply learn through experience the idiosyncratic properties of each individual specifier. 



Culicover’s work suggests, then, that variation in the patterns of properties exhibited by words entails that language users cannot rely on lexical categories as a guide to the properties of individual words but must independently verify the properties of each word. A striking consequence of such a view is that it renders lexical categories superfluous. In relation to English nominal specifiers, for instance, Culicover (1999: 67) states, “the categorization does not produce any additional knowledge that is not determined by experience”. In other words, categorising  words such as every and this does not yield any additional knowledge beyond that which a language user acquires in learning about their properties (on this point cf. also Davis, 2000: ch. 5; Hoey, 2005: ch. 3; McCawley, 1982: 185; Plank, 1984: 498). If a language user has acquired all of the properties associated with a word such as happy, for instance, it is difficult to imagine what further benefit that language user might derive from also knowing that it is an adjective. Suppose, for instance, that there is a language user whose lexicon lists every property of every word and a language user whose lexicon lists both the category and every property of every word. Presumably, the former would be at no disadvantage to the latter. Both language users would produce language perfectly adequately and, in particular, would avoid the kinds of errors seen in examples (20b) and (21b). Yet if language users need to know every property of every word but do not also need to know the category of every word, why would they bother to acquire the lexical categories of words ? Clearly, such a question becomes particularly pertinent in relation to distributional analysis models such as those proposed by Cartwright & Brent (1997: 133-138) and Mintz (2003: 93-97). Such models suppose that children engage in tremendously complex and effortful distributional analyses in order to arrive at an initial set of word groups. According to such models, this initial set of word groups is then subjected to further, more grammatically sophisticated forms of analysis in order to finally yield a set of lexical categories. If lexical categories are superfluous, however, why would children expend so much effort in determining the lexical categories of words ? 


In sum, words within a lexical categories display a great deal of variation in terms of the properties they exhibit. If children generalised about the properties of individual words on the basis of their lexical categories, the language that they produced would fail to exhibit such variation and would instead be full of errors. However, if children learn each individual property of each individual word, lexical categories become superfluous and hence there is no need to employ techniques such as distributional analysis to determine the lexical categories of words.

3.6. Selectivity


Models of lexical categories often give a false impression of their ability to account for empirical data because the dataset that they are applied to is not truly representative of the words found in actual language but instead consists of a subset of such words from which many problematic words have been screened out (Smith 2010; 2011). Such selectivity is also in evidence in Mintz’s distributional approach to the acquisition of lexical categories. Most obviously, such selectivity arises because Mintz (2003: 95) exclusively analyses adult speech directed to children under the age of 2;6. As has often been demonstrated (e.g. Clark, 2003: 38-54; Harris, 1980: 178; Hirsh-Pasek & Golinkoff, 1996: 65-66; Ingram, 1989: 131-132; O’Grady, 1997: 249-253; Pinker, 1987: 406-407), adult speech directed to very young children is liable to repeat a small set of frequent words in simple grammatical constructions. Mintz (2003: 95) further reduces lexical and grammatical diversity by analysing individual corpora separately thereby ensuring that each analysis is performed on the speech of only a very small number of adults. As Mintz (2003: 107; 2006: 42) himself notes, the frequent frame approach is also selective in the sense that a typical analysis will only include around 5% of the word tokens in a given corpus. Moreover, many of these tokens will be instances of the same word thereby reducing lexical diversity further. For instance, 18 of the 61 frames listed in Table 5 of Mintz (2003: 102) select for personal pronouns (e.g. do___want, put___on, are___doing, did___do etc) even though personal pronouns form a very small closed class of words. Frequent frames are also selective in the sense that they sample words occurring in a very narrow band of grammatical environments. For instance, the frequent frames listed in Table 5 of Mintz (2003: 102) which select for nouns tend to select for nouns occurring as the head of subject phrases (e.g. the___is) but not in predicate phrase position (e.g. girl in That’s a girl) or in modifier positions (e.g. peanut as in peanut butter). Other frequent frames which select for nouns feature prepositions (e.g. the___in, the___on) and, as such, tend to pick up on concrete nouns.


Moreover, words from particular lexical categories tend to be particularly strongly excluded by frequent frames. Thus, whereas Table 5 of Mintz (2003: 102) lists 18 frequent frames which select for the closed class of pronouns, it lists only one which selects for adjectives (e.g. the___one) even though adjectives are an open lexical class with many members. There are a number of reasons for the lack of frequent frames targeting adjectives. Firstly, it is difficult for frequent frames to pick up on predicate adjectives since these tend to occur at the end of a sentence and hence cannot accommodate the rightmost component word in a frequent frame (e.g. funny in That’s funny !). Secondly, adjectives in prenominal position tend to co-occur with nouns which are insufficiently frequent to feature in frequent frames (as Mintz, 2003: 108 notes, the component words in frequent frames are typically highly frequent closed class words). This dearth of frequent frames for adjectives means that very few adjectives are picked up. Mintz (2003: 108 footnote 6) states, for instance, that an analysis of the Eve corpus gave rise to two adjectives categories which contained only 25 adjectives. Frequent frames also tend to exclude words occurring in unusual positions. Consider, for instance, the italicised words in the following examples from the Peter corpus (MacWhinney, 2000):

22)
a.
It’s a sitting down game.


b.
It’s a funny looking horse.


c.
It’s a little early.

Because a___down, a___looking and a___early are insufficiently frequent to count as frequent frames, the frequent frame approach is simply spared the trouble of having to decide the lexical category of the italicised words in example (22). Similarly, the frequent frame approach would avoid having to categorise the intersectively gradient words listed in example (13) above because these words do not occur inside frequent frames. For all of these reasons, then, the frequent frame approach is highly selective. It focuses on a very small set of words in a very restricted set of grammatical constructions. Inevitably, by excluding many words from many different grammatical constructions, the frequent frame approach presents itself with a simpler task than that facing actual children. In so doing, it thereby inflates the accuracy of the categories that it produces.


At first glance, Cartwright and Brent’s (1997) approach appears to be far less selective than that of Mintz (2003). Whereas Mintz’s approach only categorises those words which occur inside frequent frames, Cartwright and Brent’s approach involves categorising every word in every sentence that it encounters. Nevertheless, there are a number of means by which it samples the input received by children selectively. Thus, Cartwright and Brent (1997: 149) focus on adult speech directed to children with an average age of 18 months. Because these children are even younger than those studied by Mintz, the adult speech that they receive is likely to be even narrower in terms of its range of vocabulary and grammatical constructions than that studied by Mintz. Moreover, Cartwright and Brent do expunge a certain proportion of the corpora that they analyse (although much less than that expunged by Mintz). Thus, Cartwright and Brent (1997: 150) discard one word sentences and non-words from their corpora before analysing them. Cartwright and Brent’s approach is also selective insofar as it is applied to very small corpora. Thus, Cartwright and Brent (1997: 150-151) achieve an average accuracy rate of 85% for nine separate analyses performed on nine separate corpora each of which contained between 172 and 384 sentences. However, when a single analysis was performed on a corpus comprising the nine original corpora, Cartwright and Brent (1997: 152) observed that their accuracy rates plummeted from 85% to 68%. As was the case with Mintz (2003), then, Cartwright and Brent selectively sample the input that children receive and thus tackle a simpler task than that which actual children take on. As a result, the accuracy rates that they observe are thereby inflated.


In summary, distributional analyses are typically applied to very selective samples of language. This inflates the accuracy rates that are observed and casts doubt over whether such approaches could actually scale up to the complex task of lexical category acquisition that children actually face. 

3.7. The absence of evidence


Lexical categories such as nouns and verbs are such a common and familiar part of both linguistic theory and folklinguistic talk about language that it is easy to overlook the fact that we have no direct evidence for their existence. As Tomasello (2003: 163) observes, however, “Unlike syntactic roles, paradigmatic categories are not explicitly marked in the language. That is, whereas such things as subject are symbolically indicated by word order or grammatical morphology in the construction, nouns and verbs have no explicit marking (despite the fact that they often have some morphology serving other functions, such as plural markers on nouns, that can be used to identify them).” To put it another way, we have no direct evidence of lexical categories but only of the grammatical properties associated with them. Since such grammatical properties may be all that is necessary and lexical categories may be superfluous (as argued above in Section 3.5), we cannot be sure that evidence of the grammatical properties associated with lexical categories is really evidence of lexical categories. For this reason, experimental studies purporting to provide evidence that children of a certain age have acquired and are using particular lexical categories such as nouns and verbs actually provide no such thing (for examples and discussion of such studies cf. Clark, 2003: 177-186; Foster, 1990: 74-92; Hirsh-Pasek & Golinkoff, 1997: 123-129; Ingram, 1989: 261-301; Nelson, 1996: 132-137; O’Grady, 1997: 312-322; Tomasello, 2003: 169-173). Instead, what such studies show is that children at a particular age demonstrate the ability to handle certain grammatical properties commonly associated with lexical categories.


If it is difficult to provide direct evidence that children are acquiring lexical categories, however, it is even more difficult to provide evidence regarding the specific lexical categories that children acquire. Maratsos (1992: 85-87), for instance, has raised this issue in relation to the acquisition of nouns. Maratsos (1992: 85) observes that, while certain properties are shared by proper nouns, pronouns and common nouns (e.g. reference to objects) and suggest they should be lumped together into the same noun category, other properties distinguish common nouns from proper nouns and pronouns (e.g. the ability to co-occur with a determiner) and suggest they should be split into different categories. It is thus perfectly reasonable to argue both that children lump such words together and that they split them apart. If simple logical considerations do not decide the matter of whether children lump or split the noun category, however, nor does empirical evidence. Thus, we can obtain direct evidence of the age at which children are able to handle properties such as co-occurring with a determiner. However, such information tells us only about the properties themselves and not about whether children lump or split the noun category. Were it to be discovered that children acquire the ability to combine determiners and common nouns at given age, for instance, such a discovery would be equally compatible with the claim they split pronouns, proper nouns and common nouns apart and the claim that they lump them together. Consequently, as Maratsos (1992: 87) observes, claims regarding the lumping or splitting of the noun category are not empirical in nature and must remain nothing more than “intuitive judgements”. 


Moreover, there is no direct evidence regarding the methods that children employ to acquire lexical categories either. Thus, evidence that Mintz’s frequent frame approach or Cartwright and Brent’s generalized minimal pair approach produces high accuracy rates when applied to corpora provides evidence that children could be making use of such methods when acquiring lexical categories but does not provide any evidence that children are actually using such methods to acquire lexical categories. If a range of different distributional analysis methods produce high accuracy rates, for instance, how are we to decide which if any of them children are actually using ? How can we know whether children are making use of bigrams, frequent frames or some other method to acquire lexical categories ? In response to such questions, proponents of different methods of distributional analysis typically resort to arguing that their chosen method is in various respects more parsimonious than other methods and thus that it is more plausible that children would make use of their method. Thus, Cartwright and Brent (1997: 128) argue that their generalized minimal pair approach is parsimonious insofar as it operates on a single sentence at a time. Cartwright and Brent (1997: 128) contrast this with the hierarchical cluster analysis approach of Redington et al. (1995) which processes an entire corpus simultaneously and argue that such an approach is unparsimonious and implausible: “cluster analysis is a time-consuming process: The processing time for each input sentence would be proportional to the square of the number of word types seen so far. It is unclear how a cognitively-plausible acquisition theory could be built around this method”. The trouble with this line of argumentation is that all distributional analysis methods tend to be unparsimonious in certain respects. Cartwright and Brent’s method may require children to process only a single sentence at a time, for instance, but it also requires them to calculate a forbiddingly long and complex mathematical formula every time they encounter such a sentence (for details cf. Cartwright & Brent, 1997: 163-166). This inevitably raises the question of how plausible it is to expect a two year old to engage in advanced mathematics whenever they are spoken to.


Whilst it is difficult to gain direct evidence in support of distributional methods of lexical category acquisition, however, it is possible to gain evidence incompatible with such methods. It has been argued, for instance, that Mintz’s frequent frame approach is liable to assign some words to incorrect categories. Thus, in Section 3.2, it was argued that because frequent frames are grammatically ambiguous they are liable to place prepositions in verb categories and verbs in preposition categories. Clearly, if this were so we would expect to see children making so-called form class errors. Specifically, we would expect to see children using certain prepositions as verbs and certain verbs as prepositions. In particular, if children undergo an initial stage of distributional analysis which bootstraps into a later stage of grammatical analysis as Mintz (2003: 110-113) claims, we should expect to see an initial stage replete with form class errors during language acquisition. Moreover, as the words which have been misassigned during distributional analysis are assigned to their correct categories during subsequent grammatical analysis, we should expect to see this initial stage of form class errors giving way to a later stage at which there are no such errors. However, as Maratsos (1982: 252-253; cf. also Maratsos & Chalkley, 1980: 145-147) has demonstrated, such form class errors are exceedingly rare. In an analysis of a corpus of approximately 20 000 utterances, for instance, Maratsos (1982: 252-253) observed only fourteen such errors produced by children between the ages of 2;0 and 4;0 such as the following:

23)
a.
Where's the dirties at ? 


b. 
Because they call me a grumble boy 


c. 
Chew hawks are really strange. 


d. 
He necks. That's how he necks. 


e.
That ones got a happy. 



f. 
I'll be in the downstairs. 

That such errors are vanishingly rare is incompatible with the frequent frame approach. Thus, if 10% of the members of a frequent frame verb category were non-verbs as noted above in Section 3.2, then we would expect to see non-verbs frequently being used incorrectly as verbs. Moreover, Maratsos’ analysis suggests that such errors are as likely to be produced by a four year old as by a two year old and this is also incompatible with the view that an early stage of distributional analysis at which form class errors occur is displaced by a later stage of grammatical analysis at which such errors do not occur.  


To sum up, it is difficult to obtain direct evidence that children acquire particular kinds of lexical categories or that they employ particular kinds of distributional analysis in doing so. Arguments to the effect that a particular method of distributional analysis is more plausible than another tend to be hampered by the fact that all such methods tend to be implausible in certain respects. Despite the difficulty of obtaining evidence in favour of distributional methods of lexical category acquisition, it is possible to obtain evidence against them.

3.8. From distributional to grammatical models of lexical categories


In many respects, distributional models of lexical categories fall far short of the grammatically sophisticated model of lexical categories which the child must acquire. As a result, such models can at best be regarded as providing a preliminary stage of analysis whose results feed into and facilitate a subsequent stage of grammatical analysis (on this issue cf. Mintz, 2003: 110-113). Most obviously, distributional analyses fail to explain the categories that they produce (Mintz, 2003: 110). Thus, they fail to identify the semantic and grammatical properties associated with the categories that they produce. A distributional analysis might be able to cluster nouns together, for instance, but it would not be able to determine that such words mostly refer to objects and are capable of occurring in argument positions. Moreover, because such an analysis would fail to identify the semantic and grammatical properties of the nouns that it had clustered together it would fail to determine that the words were in fact nouns. Thus, while a distributional analysis would be able to cluster words together it would be unable to label these word clusters as nouns, verbs etc. In fact, the most a distributional analysis could do is to explain a given cluster of words in terms of the distributional property that was used to cluster them together. Thus, the group of target words that is generated by the frequent frame it___the can be explained as a set of words that are capable of occurring within the frame it___the. However, such information is in itself of limited value. As observed above in Section 3.2, for instance, it___the clusters together a heterogeneous set of words because it conflates together multiple grammatically distinct frames. It is not the frame itself but the grammatically distinct versions of it which possess any significance from a grammatical point of view because it is they which select groups of words belonging to distinct lexical categories such as verbs and prepositions. A distributional analysis, then, would contribute virtually nothing to the task of determining the nature of lexical categories. As a result, a child would have to accomplish this task during a subsequent grammatical stage of the acquisition of lexical categories.


As well as being blind to the semantic and grammatical properties of the words that they cluster together, distributional analyses are blind to their morphological properties also. Consider, for instance, the italicised words in the following examples:

24)
a.
I wrote him a letter last week.


b.
I write him a letter at least once a week.


c.
I have written him several letters.


d.
He writes to me regularly.


e.
I am writing a letter at this very moment.


A distributional analysis might be capable of dumping the italicised words in these examples into the same word cluster. There is, of course, no guarantee that it will achieve this and it will certainly be unable to determine that the word cluster it has dumped the words into is a verb category. If it does manage to achieve this, however, it will fail to identify the relation between the italicised words. Thus, it will fail to determine that there is any stronger relation between writes and written than there is between writes and other words that might occur in the same cluster such as eats. Such insensitivity to morphology further reinforces the inability of distributional analyses to provide any explanation of the clusters that they have produced. To understand that the italicised words in example (24) are verbs, for instance, it is necessary to understand that the form of the word write will change according to the tense it is marked for. Because a distributional analysis fails to make any connection between different forms of the word such as write and wrote, however, no such understanding will be possible.    


Distributional analyses also fail to grasp the relation between different instances of the same word. Consider again, for instance, example (11) from Section 3.3: 

25)
a.
an apple pie


b.
a tasty apple

As noted above in Section 3.3, a distributional analysis would be capable of dumping these two instances of the same word either in the same noun cluster or in distinct adjective and noun clusters. In both cases, however, the distributional analysis would fail to determine the relation between the two word tokens. Thus, if apple in example (25a) were placed in an adjective category while apple in example (25b) were placed in a separate noun category, the distributional analysis would fail to pick up on the fact that the two word tokens shared key noun properties in common such as the ability to refer to objects. Similarly, if the two tokens of apple were placed in the same noun category, the distributional analysis would fail to pick up on the fact that the token of apple in example (25a) exhibits key adjectival properties such as occurring prenominally which the token of apple in example (25b) does not exhibit. Thus, even if a distributional analysis is able by chance to categorise intersectively gradient words such as apple in example (25a) correctly, it will still lack any awareness of the fact that such words are intersectively gradient. Intersective gradience, then, is yet another aspect of lexical categories that distributional analyses are completely blind to and which would have to be learned from scratch in a subsequent grammatical stage of lexical category acquisition.


In defence of distributional analysis, it could be argued that at least it manages to group words together even if it is unable to shed much light on the categories that are so formed. Furthermore, it could be argued that such word groups are of value because they enable the formation of proper lexical categories during a subsequent stage of grammatical analysis (for an argument of this sort cf. Mintz, 2003: 110-113). It can be questioned, however, whether the word groups formed during distributional analysis do enable the formation of lexical categories during a subsequent stage of grammatical analysis. In Section 3.1 above, for instance, it was argued that models of distributional analysis are prone to splitting the noun category into separate pronoun, proper noun and common noun categories while in Section 3.2 it was argued that such models are capable of lumping together verbs and prepositions in a single category. Clearly, if such lumping and splitting of categories does take place during an initial stage of distributional analysis, it will need to be corrected during a subsequent stage of grammatical analysis. Thus, if distributional analysis has split the noun category into separate pronoun, proper noun and common noun categories, grammatical analysis may subsequently discover that the words in these categories exhibit common grammatical properties (such as the ability to occur in argument positions) and decide to group them together in a single noun category. In such an instance, however, grammatical analysis has simply disregarded the word groups formed during distributional analysis and based its decision to form a noun category on the grammatical properties that it has observed words exhibiting. Since the lexical categories formed during grammatical analysis would be based around the grammatical properties of words and not any distributional information generated during distributional analysis, however, the formation of lexical categories during grammatical analysis must be regarded as occurring independently of distributional analysis. As a result, it is difficult to see how it can be argued that the formation of lexical categories during grammatical analysis depends on the prior formation of word groups during distributional analysis.


In sum, distributional analysis would fail to tell a child most of what it needs to know about lexical categories and their members. Thus it would fail to inform a child of the semantic, grammatical and morphological properties that distinguish the words within different lexical categories. Moreover, it would leave the child without any understanding of intersective gradience. While it would serve to form word groups, it is difficult to see how such groups would facilitate the formation of lexical categories during grammatical analysis. 

3.9. Indeterminate words 


In Section 3.3 above, it was observed that there is a general consensus among linguists that a noun such as apple remains a noun even when it occurs prenominally and exhibits properties associated with adjectives. In English, however, many words which display properties from multiple categories command no such consensus. Linguists routinely disagree over the category of words such as near, far, close, worth, due, unlike and like, for instance, and many conclude that they lack a determinate category (for discussion cf. Aarts, 2007a: 156-158; Huddleston, 1984: 348; Hunston & Francis, 2000: 195-197; Pullum & Huddleston, 2002: 606-610). Other examples of indeterminate words include “syncategorematic” words whose behaviour is so idiosyncratic that they cannot be placed either within or between lexical categories. Of the words that, if and for, for instance, Hudson (2000: 14; cf. also Culicover, 1999: ch. 2; Tomasello, 2003: 105), states, “that is simply a word, and so are if and for; they are recognized as lexical items, but have no grammatical features and belong to no categories.” Other words may belong to a determinate category when they occur in certain sentence positions but become indeterminate in other positions. Consider, for instance, the word spare. In example (26a), for instance, spare is clearly a verb (as is evidenced by the past tense marking for instance) while in example (26b) it is clearly a noun (as demonstrated by the plural marking for instance):

26)
a.
They spared his life.


b.
I make a good living selling spares.

However, in other examples whether spare is functioning as a noun or an adjective depends on whether a noun has been ellipsed or not. Consider, for instance, the following examples:

27)
a.
Have you got a spare ? 


b.
Have you got a spare one ? 


c.
Are there any spare ?


d.
Are there any spare ones ?

In examples (27a) and (27c), it is contentious whether a noun has been ellipsed or not. Consequently, whether spare functions as an adjective or noun in these examples is itself indeterminate (for discussion of this issue cf. Baker, 2003: 120-122; Dryer, 2004: 45-49; Ferris, 1993: 153-154; Payne & Huddleston, 2002; 416-421).


As well as applying to individual words such as spare and that, the problem of indeterminacy can also affect whole classes of words. Thus, it has yet to be resolved whether gerunds belong in the category of nouns, the category of verbs or should be regarded as a distinct category in their own right (Huddleston, 1984: 312-317; Hudson, 2003: 599-602; Pullum, 1991: 779). Similarly, equally strong arguments can be made in favour of the view that participles should be placed in the verb category, the adjective category or their own unique category (Aarts, 2007a: 138-142; Borer, 1990: 95-102; Huddleston, 1984: 318-324). Persuasive arguments have also been made in favour of the view that different instances of gerunds and participles should be placed in different categories. Thus, Aarts (2007a: 210-214) argues that the gerund painting is in fact a noun in example (28a) in which it mostly exhibits nominal properties but a verb in example (28b) in which it mostly exhibits verbal properties:

28)
a.
Brown’s deft painting of his daughter is a delight to watch.


b.
I dislike Brown painting his daughter.

This placing of different instances in different categories allows the fact different instances exhibit contrasting properties to one another to be captured (in contrast to approaches which lump all such instances into a single category). However, as has often been noted, different instances of gerunds can be arranged in a fairly smooth continuum from the most nominal to the most verbal while different instances of participles can be arranged in a fairly smooth continuum from the most adjectival to the most verbal (e.g. Huddleston, 1984: 312-324; Quirk, Greenbaum, Leech & Svartvik, 1985: 1292). It is not easy to determine at which point along these continua one category ends and another begins. As Martin Haspelmath has observed (cf. Aarts, 2007a: 226), for example, a division of the gerund continuum could result in one instance of a gerund being placed in the noun category and another being placed in the verb category even though they differ only in terms of a single property. It would thus appear that no fully satisfactory categorisation of gerunds and participles is available. If all gerunds are lumped into a single category or all participles are lumped into a single category, important contrasts between different instances of gerunds and participles are missed. However, splitting them across different categories leads to arbitrary lexical categories.


Moreover, even words which typically possess a determinate lexical category can become indeterminate when used in certain sentences. Consider, for instance, the italicised words in the following examples (examples (29a), (29b) and (29d) are taken from Salanova, (2002: 9), Portner (2005: 70) and Ferris (1993: 82) respectively):

29)
a.
I drank a quick cup of coffee.


b.
Su chopped the onion finely.


c.
John had a bath last night.


d.
Haberup made his golem angry.

Typically, quick is an adjective and in example (29a) it occurs in a typical adjective position, namely in front of the noun cup. However, as Salanova (2002: 9) observes, quick does not denote a property of the referent of the noun that it is attached to as a typical adjective would. Instead, it modifies the verb just as an adverb would. As a result, example (29a) is similar in meaning to the following:

30)
I quickly drank a cup of coffee.

Similarly, in example (29b) finely does not modify the action denoted by the verb as a typical adverb would. Instead, as Portner (2005: 70-72) observes, it behaves like an adjective in modifying the referent of the noun onion. As a result, example (29b) is similar in meaning to the following:

31)
Su chopped the onion until it was fine.

In example (29c) bath does not denote an object like a typical noun. Rather, it combines with the light verb had to denote an action so that example (29c) has a similar meaning to the following (for discussion of light verb constructions cf. Algeo, 1995: 203-208; Cattell, 1984: 3-15):

32)
John bathed last night.

Similarly, as Ferris (1993: 82-83) observes, the adjective angry in example (29d) can combine with the light verb made to denote an action. On this reading, angry does not denote a property of the golem like a typical adjective would and the sentence is not semantically equivalent to the following:

33)
Haberup made an angry golem.

Instead, on this reading, example (29d) is similar in meaning to the following:

34)
Haberup angered his golem.

Thus, such words are indeterminate and resistant to categorisation because their grammatical properties indicate that they belong to one category while their semantic properties indicate that they belong to a different category.  


For a variety of reasons, then, indeterminate words resist categorisation and cannot adequately be fitted into any lexical category. Distributional approaches, however, would fail to recognise the complexity of their behaviour and would simply impose a lexical category on them. Consider, for instance, the italicised words in the following examples (taken from Baker, 2003: 120):

35)
a. 
I envy the rich.


b. 
The proud annoy me.


c. 
The meek will inherit the earth.

Forms of distributional analysis such as Cartwright and Brent’s (1997) generalized minimal pair approach would inevitably categorise such words as nouns since they appear to occupy similar sentence positions to nouns insofar as they are preceded by determiners or followed by verbs. Being insensitive to ellipsis, such approaches would overlook the possibility that such words are adjectives (cf. for instance Baker, 2003: 120-122). In this way, such approaches would fail to grasp that such words are indeterminate and resistant to categorisation. Moreover, such indeterminate words are also problematic for distributional approaches to lexical category acquisition insofar as they provide further support for the view that lexical categories are superfluous (cf. Section 3.5 above). It is, of course, possible that children, like linguists, expend tremendous amounts of time and effort in fretting over whether words such as painting are nouns, verbs, gerunds or some mixture of the three. Perhaps they also worry over the lexical category of spare or whether that belongs to any lexical category at all. It seems more parsimonious to suppose, however, that if a child has acquired the properties of an indeterminate word it may not spend a great deal of effort trying to determine its category. If a child knows all of the properties of near, for instance, such as the fact that it can head a PP like a preposition (e.g. near the castle) or that it occurs in comparative and superlative forms like an adjective (e.g. nearer the castle), does it also need to expend effort trying to resolve the intractable issue of whether near actually is an adjective or a preposition ? Such effort would surely be wasted given that a knowledge of the properties of near is all that a child would need in order to use it successfully. 


In summary, indeterminate words are difficult to place into lexical categories and it is unlikely that children would expend effort in doing so. In contrast, distributional approaches would impose a category on such words. However, this assignment of categories to indeterminate words would be simplistic, inaccurate and unnecessary.  

3.10. Crosslinguistic issues


In keeping with most studies of the acquisition of lexical categories via distributional analysis, Cartwright and Brent (1997) and Mintz (2003) apply their approach exclusively to English (for a notable exception to this trend cf. Onnis & Christiansen, 2008: 203-209). Mintz (2003: 113-114) does, however, raise the possibility that distributional approaches may apply less effectively to free word order languages such as Turkish than they do to fixed word order languages such as English. Mintz is presumably implying here that since distributional approaches aim to acquire lexical categories by picking up on regularities in the order in which words occur, such approaches are likely to be less effective when applied to languages whose grammatical system does not enforce any such regularities. In response to this problem, Mintz (2003: 113) speculates that there may be some degree of constraint on word order in Turkish and thus that the frequent frame approach may after all be applicable to it. However, Mintz (2003: 114) also concedes that the frequent frame approach may need to be supplemented with other approaches in the case of free word order languages such as Turkish. Importantly, however, there are languages with even freer word order than Turkish such as Warlpiri (for discussion of this issue cf. Hale, 1976: 78-79). In such cases, it may well be that distributional analysis is of even less use in the acquisition of lexical categories than it is in the case of Turkish and thus that lexical categories would need to be acquired using some other method entirely. 


Moreover, crosslinguistic data also raises a host of other problems for distributional approaches to lexical category acquisition besides that of languages with free word order. Recall, for instance, the italicised words from example (12) in Section 3.3 above:

36)
a.
Where is the saw ?


b.
Fred saw the cat.

As noted above in Section 3.3 above, distributional approaches struggle to assign such words to distinct noun and verb categories and are prone to lumping them together into a single category. Fortunately for distributional approaches, such words are fairly rare in English. Unfortunately for distributional approaches, such words are extremely common in a number of languages such as Tongan, Tagalog and Samoan (Broschart, 1997: 134; Rijkhoff, 2002: 14; Schachter, 1985: 12). These are languages, as Vogel (2000: 261) observes, “with highly ungrammaticalised part-of-speech systems, where the greatest part of the lexemes can appear in quite different syntactic slots (signalling, for example, predication and identifying reference) without any further measures being obligatorily taken”. Consider, for instance, the following examples, from Tongan (taken from Hengeveld, 1992: 49):

37)
a.
na'e
ako
si'i
'ae
tamasi'ί



past
study
little
abs
child.def



“The child studied little.”


b.
na'e
si'i
'ae
akó



past
small
abs
school.def



“The school was small.”

In Example (37a) the word ako is placed in a verbal role while in example (37b) it placed in a nominal role (for detailed discussion of this example cf. Hengeveld, 1992: 49; Croft, 2001: 68). In both cases, the word remains the same just as saw does in example (36). Yet if the majority of open class words in Tongan behave like ako in this respect as Vogel (2000: 265) and others claim, then it means that distributional approaches would be unable to discriminate nouns, verbs and adjectives in Tongan but would instead lump these categories together. In Mintz’s (2003: 107-108) approach, for instance, the groups of target words generated by frequent frames are merged together if they share more than 20% of their words in common. If such an approach were applied to Tongan, however, it is likely that more than 20% of the words in the noun and verb groups would be shared in common and thus that word groups would be lumped together into a single noun and verb supercategory.


A further problem for distributional approaches to lexical category acquisition is provided by languages which have lexical categories containing very few members. Consider, for instance, the following example from Chichewa (taken from Baker 2003: 247):

38)
a. 
m-kango
w-a

u-kulu


    
3-lion

3-ASSOC 
3-big



“the big lion”


b. 
mbidzi

z-a

zi-kulu


    
10.zebra
10-ASSOC
10-big



“the big zebra”

As Baker (2003: 247) notes, kulu “big” is one of only six members of the adjective category in Chichewa (the others being: kali “sharp, fierce”, tali “long”, fupi “short” ng’ono “small” and wisi “raw, unripe, immature”). Other languages with extremely small adjective categories include Jarawara (Dixon, 2004: 177) and Toqabaqita whose adjective category, as Lichtenberk (2008: vol. 1) observes, contains only a single member. The preposition category is also prone to being reduced in certain languages. As Croft (1991: 144) states, both Igbo and Yoruba possess only a single preposition. Such reduced lexical categories are a problem for distributional approaches to lexical category acquisition since word frequency typically plays a crucial role in such approaches. In Mintz’s frequent frame approach, for instance, any frame capable of targeting adjectives in a language such as Chichewa would be insufficiently frequent to count as a frequent frame. As a result, it would not be employed by a child acquiring Chichewa and the child would fail both to form an adjective category and to categorise adjectives. Similarly, in Cartwright and Brent’s (1997: 133-134) generalized minimal pair approach, it is likely that infrequent words such as adjectives in Chichewa would be lumped together with words from other categories in order to maximise the frequency of templates and thereby to satisfy the preference “Create templates with the highest possible frequency”. 


The foregoing discussion might suggest that it is only exotic non-Indo European languages which would provide especial problems for distributional approaches over and above those provided by English. Consider, however, the case of German. It might be supposed that German is a language which is ideally suited to a distributional analysis since it has a number of precise constraints on word order. However, such constraints typically have significant exceptions. Thus, the rule that the verb should be placed second in a German clause generally applies to main verbs in main clauses but not to dependent verbs in main clauses (which are placed in clause-final position) or to verbs in subordinate clauses (which are also often placed in clause-final position). When all such exceptions are taken into account it leads to a very complex set of word orders which are likely to prove, if anything, more challenging for a distributional analysis than those found in English. German would also be challenging because words from different closed class categories often share the same form in German. Thus, many relative pronouns in German (e.g. der, das, die, den, dem) share the same word form as determiners. Similarly, the personal pronoun ihr in German also doubles as a possessive pronoun. Clearly, such highly frequent, closed class words are likely to feature as component words in frequent frames in any frequent frame analysis of German. Because their own lexical category is ambiguous, however, they are liable to increase the grammatical ambiguity of the frequent frames they occur in and ensure that the set of words generated by such frames are extremely heterogeneous (cf. Section 3.2 above for further discussion of this issue). Distributional analyses are also likely to be flummoxed by separable verb prefixes in German as illustrated in the following examples:

39)
a.
Das sieht ja lecker aus.



“That looks delicious.”


b.
Der Lehrer fasste die Handlung des Films zusammen.



“The teacher summarized the film’s plot.”

In example (39), aus and zusammen constitute not words as such but parts of words. Specifically, they constitute prefixes split off from the verbs zusammenfassen “to summarize” and aussehen “to appear, to look”. Because distributional analyses rely on simple prosodic cues to identify individual words (cf. Mintz, 2003: 108-109), they would fail to recognise the connection between the verb prefix and stem in the above examples and would simply categorise the two separately.


In short, crosslinguistic data exacerbates problems observed in relation to English such as the splitting of words across multiple categories or the problem of heterogeneous categories. It also throws up entirely novel problems for distributional approaches to lexical category acquisition such as the problem of very small categories or the problem of separable verb prefixes. 

4. Conclusion


The aim of the current article was to critically assess recent distributional approaches to lexical acquisition. In order to effect this assessment, the current article focussed on two distributional models of lexical category acquisition in particular, namely the frequent frame approach of Mintz (2003) and the generalized minimal pair approach of Cartwright and Brent (1997). In Section 3, ten problems with such models were investigated. Thus, in Sections 3.1 and 3.2, it was demonstrated that distributional models struggle to generate a viable set of lexical categories because they are prone to both lumping and splitting categories. In Sections 3.3 and 3.4, it was argued that distributional models are prone to lumping and splitting different instances of words and assigning words to the wrong lexical categories as a result. Section 3.5 argued that distributional approaches render lexical categories superfluous. Section 3.6 showed that distributional approaches tackle only highly selective samples of language and would be unable to cope with more complex, realistic samples. In Section 3.7, it was observed that there is an absence of evidence in support of distributional approaches even though some evidence exists against them. Section 3.8 argued that the information generated by distributional approaches would be of little use to the formation of a grammatically sophisticated model of lexical categories. Section 3.9 demonstrated that indeterminate words are incorrectly forced into lexical categories by distributional approaches. Finally, Section 3.10 argued that crosslinguistic data exacerbates the problems that arise when distributional approaches are applied to English and generates some novel problems such as the problem of very small categories. 


Overall, then, the current article provides a pessimistic assessment of the capabilities of recent distributional approaches to lexical category acquisition. In so doing, it reinforces Pinker’s (1979; 1984) view that children cannot acquire lexical categories via distributional information. One response to this assessment would be to attempt to form more sophisticated distributional models which overcome the problems outlined in the current article. That such an attempt might succeed cannot be ruled out of course but given both the severity and the number of problems discussed in Section 3 it must inevitably seem unlikely. A second response to the current article would be to argue that children must acquire lexical categories via some form of information other than distributional information. As suggested in the introduction, however, it is becoming increasingly hard to see what this alternative form of information might be since there is a consensus among language acquisition researchers that children cannot acquire lexical categories on the basis of either semantic or grammatical information. A third response would be to argue that lexical categories do not form a part of an adult’s knowledge of language and thus that children do not need to acquire them (on this point cf. also Culicover, 1999: 67; Davis, 2000: ch. 5; Hoey, 2005: ch. 3; Hunston & Francis, 2000: 197; McCawley, 1982: 185; Plank, 1984: 498; Smith, 2010; 2011). Such a view is supported by evidence of the superfluity of lexical categories as detailed in Sections 3.5 and 3.9 above. Yet such a response leaves the question of how children acquire a knowledge of language largely unanswered. Thus, even if we suppose that children are primarily concerned with learning about the properties of words rather than their categories, it still remains to be determined how children acquire such properties. Such a question is outside the scope of the current article however and must remain the focus of a subsequent article.  

Notes

1. Mintz (2003: 104) determines the frequency of frequent frames in terms of a threshold. Specifically, Mintz (2003: 104) notes that, “a given frame in a corpus was included as a frequent frame just in case its frequency was at least 0.13% of the total number of frames in the corpus”.

2. Aarts (2007b: 436), for instance, argues that the word barrier in the phrase barrier system should be regarded as a noun rather than an adjective because it “can be modified by an adjective, as in red barrier system, or pluralised, cf. barriers system (‘system of barriers’). At the same time, note that barrier cannot be preceded by a determinative of its own (*[the [my barrier] system]).” To this we can also add the fact that barrier cannot be intensified (e.g. *a very barrier system) or graded (e.g. *a more barrier system). 
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