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A Trivalent Approach to Anaphora and Presupposition®

Daniel Rothschild

University College London
d.rothschild@ucl.ac.uk

Abstract

This paper presents an alternative to standard dynamic semantics. It uses the strong
Kleene connectives to give a unified account of e-type anaphora and presupposition pro-
jection. The system is more conservative and simple than standard dynamic treatments of
these two phenomena, and, I argue, has empirical advantages in its treatment of disjunction
and negation.

1 Unified accounts of anaphora and presupposition

The goal of this paper is to present a simple and novel system for capturing core data about
anaphora and presupposition projection. With respect to presupposition there is no novelty:
I simply use a variant of the strong Kleene trivalent logic to treat presupposition projection.!
What is new is that I add some apparatus from dynamic semantics to extend the trivalent
system to also cover e-type anaphora.

Heim, in her dissertation [1982], gave two treatments of e-type (donkey) anaphora. One
(chapter 2) treated anaphora by means of explicit existential quantifiers in a fully static (and
very standard) semantic framework, the other (chapter 3) introduced the first compositional
dynamic semantics for anaphora. One of Heim’s main arguments for adopting the second
approach was that her dynamic system provided a unified treatment of anaphora and presup-
position, something no other account provided. Heim’s account of anaphora and presupposition
has been modified and extended by, among others, Beaver [2001] into a unified and powerful
system for the treatment of both.?

The dynamic treatment of presupposition projection has been criticized by Schlenker [2008,
2009] for its lack of explanatoriness. However, alternative treatments of presupposition pro-
jection such as Schlenker’s local context approach and the trivalent approach do not obviously
integrate well with an account of e-type anaphora.®> In later work, Heim [1990] suggests in-
tegrating a static (presumably trivalent) presuppositional approach to definites with situation
semantics and an e-type treatment of pronouns as disguised Fregean descriptions to cover don-
key anaphora, a treatment elaborated in Elbourne [2005]. This paper is not the occasion for a
full discussion of these semantic theories, but I will pause to note the following:

*I am indebted to Matt Mandelkern for extensive discussion.

Tt is my view that, when the dust has settles, this remains the simplest viable treatment of presupposition
projection on the market. See Peters [1979], Krahmer [1998], George [2007], Fox [2008, 2012] among others.

2A different tradition stemming from van der Sandt [1992] uses and Kamp’s DRT to unify anaphora and
presupposition. Beaver, to my mind, makes convincing arguments against this approach.

3] use e-type anaphora as a term to describe the general phenomenon in which pronouns are used without c-
commanded antecedents, the relation between pronoun and antecedent being inter-sentential, across conditionals,
or between the restrictor and matrix of an NP. An e-type treatment, by contrast, is a semantic account of such
pronouns which treats them as akin to defined descriptions that have Russellian/Fregean semantics [such as,
Cooper, 1979, Evans, 1977].
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e Unlike standard dynamic accounts, these proposals have rarely, if ever, been spelled out
in large fragments containing sentential connectives and negation.*

e The proposals contain complex definitions of quantifiers such as "every with multiple
layers of existential and universal quantification over individuals and situations (a property
shared by most dynamic approaches but not by the account I present here).

e The connections between e-type anaphora and presupposition projection are rarely made
explicit in this tradition.

For these and other reasons I do not see the situation-theoretic e-type approach as a particularly
promising line for an integrated account of e-type anaphora and presupposition.

As I see the current situation, then, dynamic approaches provide the best unified accounts of
presupposition and anaphora. So why should we bother rethinking the framework of dynamic
semantics when it is so successful in this respect? Shouldn’t we just accept its successes and
move on, either just replacing it or expanding it, rather than tweaking? Here I stand with Dekker
and Schlenker, in particular, who have suggested that the successes of dynamic semantics may
not adequately motivate its foundational ideas.

For instance, a salient feature of standard dynamics semantics is to treat the semantic
values of sentences not as truth-conditions but rather as context change potentials (CCPS).?
In other words, instead of having semantic values be functions from points of a context to
truth-values, semantic values are functions from contexts (sets of points) to contexts. There
are many obviously inexpressible such functions: for example, we do not have a sentences in any
language that expresses the context change that moves any context to one which only accepts
the fact that there are pink elephants. There are no knock-down considerations in favor of
having lower-type semantic values, but lower types are simpler and, thus, all else equal to be
preferred.

All else is never equal, though, and type-theoretical considerations are not my only ones.
Another way in which my semantics is simpler is that the definitions of the quantifiers and
connectives I use are essentially their classical definitions: the dynamic effects of these really
do follow from their classical definitions (and the strong Kleene logic). Thus, I share the
motivations for Schlenker’s non-dynamic account of presupposition projection which relies on
a classical understanding of connectives and quantifiers. This, again, adds to the simplicity
of the semantic system and relatedly its learnability. More significant, perhaps, are empirical
advantages: I handle the behavior of anaphora under double negation and through disjunctions
in a straightforward way, something dynamic accounts tend to struggle with.”

My account is in the spirit of the constructive criticisms of dynamic semantics put forward
by Dekker [1994, 2012] and Schlenker [2008, 2009]. The account is similar to Dekker’s Predicate
Logic with Anaphora (and is directly inspired by it), in that it also uses many of the conceptual
innovations of dynamic semantics without resorting to a context change potential-based seman-
tics. On the other hand, the account is parallel to Schlenker’s static accounts of presupposition
(transparency theory and his local context theory) in that it uses more standard, non-stipulative

4For example the fragment in Elbourne [2005]—often pointed to as one of the most extensive situation-
theoretic-cum-descriptive treatments of donkey anaphora—does not contain a semantics for negation, and it is
non-trivial to see how one can be added.

50r in extensional fragments such as Croenendijk and Stokhof [1991] as functions from assignment functions
to assignment functions rather than assignment functions to truth values.

6T am assuming here that contexts are sets whose elements I call points, these points can be worlds as in
Stalnaker’s framework or world-assignment function pairs as in many dynamic accounts.

"In some aspects of this, I follow Krahmer [1998], except that Krahmer combines DRT with trivalence,
rather than simply having a trivalent system and he does not cover all the aspects of disjunction that I do.
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definitions of all quantifiers and connectives, including conjunction. From a broader perspective,
while Dekker treats e-type anaphora but not presuppositon, and Schlenker treats presupposition
but not e-type anaphora, I try to treat both.

2 Some rules of the game

We will adopt a Heimian notion of context according to which a context is a set of pairs of
assignment functions and worlds.® This conception, of course, does not commit us to higher-
type semantic values, just the (fairly) uncontroversial idea that speaker and hearers keep track
of possible discourse references for certain ‘variables’ introduced in discourse.’

Truth conditions—certain forms of irrelevant context-sensitivity aside—are simply functions
from elements of such contexts (pairs of assignment functions and worlds) to truth values. Our
semantics will be static or truth-conditional in that the semantic value of sentences will be such
truth-conditions.?

The update rule associated with a sentence ¢ will be Stalnakerian [Stalnaker, 1970, Roth-
schild and Yalcin, 2015]. When a sentence ¢ is asserted in a context ¢ we remove from c every
element on which ¢ is not true.'!

3 E-type pronouns and presuppositions

The following examples illustrate a small part of the connection between presupposition pro-
jection and e-type anaphoric relations.

(1) a. John used to smoke and he hasn’t stopped smoking.
b. ?John hasn’t stopped smoking and he used to smoke.
c. ?7John didn’t used to smoke and he hasn’t stopped smoking.

(2) a. A man walked in and he wasn’t wearing a hat.
b. 7He wasn’t wearing a hat and a man walked in.
¢. 7A man didn’t walk in and he was wearing a hat.

It is worth sketching an aspect of the empirical connection between presupposition and
anaphora. Consider a case where we have a complex sentence s with constituents ¢ and
such that ¢ presupposes X and v classically entails X. For example in (1-a), ¢ = "he hasn’t
stopped smoking, ¥» = "he used to smoke™ and X = "he used to smoke.” If s does not itself

8This is also the approach explored inter alia in Groenendijk et al. [1996]: context includes information
about variable assignments, not just worlds

9This is in the spirit of Lewis [1983] and even seems to be countenanced in an unsystematic pragmatic way
by Stalnaker [1998]. Note that this notion can lead to a flavor of discourse dynamism within a completely static
semantic system as discussed by Rothschild and Yalcin [2016, §5].

10Tt is important to distinguish this kind of static compositional semantics from what Rothschild and Yalcin
[2015] call dynamics at the conversational level. That is, the CCPs associated with assertion in our seman-
tic/pragmatic whole may be dynamic in various senses, but the sentences themselves are static in that they are
not functions from contexts to contexts but rather simply truth assignments for individual points.

HLOf course, the effect of this update rule will not always be what Stalnaker had in mind in the classic papers
where he suggests these updates since the context includes not just worlds but also assignment functions. I
share with the dynamic tradition a lack of interest in the question of whether sentences express propositions.
Since contexts are not just sets of worlds we cannot simply identify the semantic value of a sentence with the set
of worlds it is true in. But for reasons addressed already in Lewis [1980] that is not generally viable in semantic
theorizing. Certainly we can define various different notions of content in contexts, but we need not take a stand
on these.
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presuppose X, and this is because of 1, then we’ll say that ¢ allows for local satisfaction of
the presupposition of ¢ (it filters it out). This is the case in (1-a). Very roughly speaking,
the same configurations that allow for local satisfaction of presuppositions also allow for e-type
anaphora. This is what is illustrated by the examples above.

Given this connection between local satisfaction of presupposition and e-type anaphora we
might expect a theoretical connection. Our account, like the dynamic account stemming from
Heim [1982], tries to make good on that expectation.

4 A trivalent account of presupposition

Let me give a brief outline of how the facts about presupposition projection can be accounted
for on a trivalent framework. On a trivalent semantics, sentences can be either true, false, or
undefined (1,0, or #). The connectives handle undefinedness according to the strong Kleene
truth tables, the guiding principle of which is to give truth values when those are determined
by what is defined. We can also add order effects, more closely matching standard theories of
presupposition projection by using Peter’s truth tables [Peters, 1979, Krahmer, 1998, George,
2007].

The relationship between the trivalent truth tables and context is important here. A sentence
¢ is acceptable in a context c iff ¢ is true or false at every element of c¢. This, sometimes
called Stalnaker’s principle, was proposed by him as an intuitive principle, but has since been
recognized to be rather a kind of stipulation [for discussion, see Soames, 1989, Rothschild,
2008b, Fox, 2012].

To give an example, let us treat "John stopped smoking™ as undefined if John didn’t use to
smoke and true or false otherwise. Then, given the strong Kleene understanding of conjunction,
(1-a) will be defined in any context. This is because when the presupposition of the second
conjunct is not satisfied the first conjunct is false and so the entire sentence is undefined.

5 E-type Anaphora and Content

What has been called the problem of the formal link [Heim, 1990] puts a particularly sharp
constraint on how we treat anaphoric connections. Here are types of examples due to Partee
and Heim respectively:

3)

? Nine of the ten marbles are on the floor. ...? It’s on the couch.
One of the ten marbles is not on the table. ...It’s on the couch.

? Every married man loves her.
Every man with a wife loves her.

(4)

op oo

The lesson here is that pronouns without appropriately marked NP antecedents are difficult,
and often result in infelicity. This suggests that if we are to use a presuppositional approach
we cannot rely on simply presuppositions about the state of the world. Rather we also need
presuppositions that somehow involve variables.'?

12The modern e-type treatment of anaphora rather attempts to cover such facts by positing syntactic con-
ditions on the licensing of covert descriptions, such as Elbourne’s [2005] NP-deletion. My view is that such
conditions face serious challenges as they separate the syntactic licensing conditions from the semantics of the
pronouns and will inevitable make bad predictions. Here is one example:

(i) 7Everyone who doesn’t have a home but knows a home-owner, stays in it.
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6 Anaphoric presuppositions: intersentential case

Let’s focus for a moment on the inter-sentential case, such as (3-a) and (3-b). The question is
how the context differs between these two examples to make the assertions different: that is,
what effect does the first sentence have on the context to make the pronoun in the second sen-
tence felicitous. Let us assume, as in the Heim’s approach, that pronouns are simply variables.
What we need to explain the contrasts in the section above is to posit special constraints on
the use of variables. For example, Heim puts a familiarity presupposition on the use of definite
variables—a special structural condition on the local context of a pronoun. In this section
I outline a related approach that fits more naturally with a standard trivalent treatment of
presuppositions.

I will assume something like the partiality of assignment functions, though in a slightly non-
standard way. What I will assume is that assignment functions are functions from variables onto
the usual domain D as well as an absurd object L. Empty contexts include all assignments.'?

The presupposition of the use of a definite variable z is simply that x does not refer to L.
To get this to work we need the harmless assumption that the extension of every predicate is
undefined when applied to L.

What about our treatment of indefinites? How do they ensure that intersentential anaphora
works? Nothing special is needed, except assuming, as Heim does, that indefinites put con-
straints on variables rather than having existential force in the usual sense. "One marble, is
not on the table™ is true at (f,w) iff f(x) is a man who walked in at w. Any context on which
it is true at every point, thus, will make "it,’s on the couch™ defined.

Let’s go through a simple example with truth conditions spelled out:

[A man, walked in]/ = 1iff f(x) is a man who walked in in w

0 otherwise
#if f(x) = L
[He, had a drink]”* = ¢ 1if f(z) had a drink in w

0 otherwise

The point is that once the context absorbs the first sentence, then the second sentence is
guaranteed to be acceptable since all the points at which f(z) = L have been eliminated. In
terms of truth-conditions, this theory so far matches Heim: indefinites have existential force
given that the empty assignment allow all possible assignments.'?

7 Conjunction

The story for inter-sentential anaphora extends to a treatment of e-type anaphora across a
conjunction:

(5) A man, walked in and he, ordered a drink.

(i1) Every who isn’t a home-owner but knows someone who has a home, stays in it.

The problem is that it would seem that "a home™ in (i) should license the description "the home™ whose
presupposition is then satisfied by restrictor state.

130n the standard use of partial assignment functions in dynamic semantics the empty assignment is that in
which no variable has a defined assignment, not one in which every possible assignment (including empty/absurd
ones) is in the context.

14While we have not yet put any condition on the use of indefinites, we might assume that indefinite should
not be reused because of some variation of a maximize presupposition rule [Heim, 1991].
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At any point in the context in which x is assigned L the sentence is false on the strong Kleene
understanding of conjunction since the first conjunct is false.'® If we wish to explain why the
reverse order, as in (6), is infelicitous will need to use the Peters [1979] version of the connectives
or apply an order constraint.

(6) 7?He, ordered a drink and a man, walked in.

8 Taking stock

Let us take stock of where we are so far. Here are the salient features of the semantics and
pragmatic that have posited so far: a) Heim’s basic understanding of context as sets of pairs
of worlds and assignment functions, b) a particular type of assignment functions that includes
absurd objects, ¢) a variable-based semantics for both indefinites and pronouns, d) a trivalent
logic and strong Kleene connectives, e) Stalnaker’s updates rule (i.e. pointwise) and principle for
presupposition felicity (i.e. a sentence is felicitous if it is defined at every point in the context).
With these resources we give a reasonable treatment of presupposition, intersentential anaphora
as well as anaphora across conjunctions. These are the easy cases, however: the challenge will be
to give adequate treatments of negation, disjunctions, quantifiers, and adverbs of quantification.

(One thing to note is that this semantics does not behave well when the same index is reused
by a new quantifier. Different dynamic systems have treated reused indices in different ways.
My attitude is that as there is no empirical evidence that indices are ever reused in natural
language not choose systems on the basis of how they respond to reused indices.)!

9 Negation?

Let us start with negation. The most obvious problem is with the negation of indefinites. Recall
that we wanted " A man, walks in™ to be true at a point iff z is a man who walks in at that point.
This is necessary in order that the sentence does the job of satisfying later presuppositions of
variables: the context, once the sentence has been asserted, needs to be one that includes the
fact that = picks out a man who walked in. What about the (wide-scope) negation of "A man,
walks in? In an empty context this eliminates any world in which any man walks in.

If we’re going to treat truth-value gaps as presupposition-invoking we also need "A man,
walks in" to be true or false everywhere. So, if we stick with a trivalent logic with a strong
Kleene negation we are in a bind, since our truth-conditions have in fact forced our hands with
our falsity-conditions, and these are not what we want. It is exactly these kinds of considerations
which led Heim in her static fragment of chapter 2 to propose an existential closure operation
under negation.

We cannot, of course, simply existentially close all variables, since pronouns do not undergo
existential closure under negation. One option, which we will take here, is to simply existentially
close those variables that are not at risk of causing presupposition failures. There are some
subtleties here, but we will use the following definitions which, with some relatively harmless
auxiliary assumptions, should prove adequate. We will say a sentence ¢ is definedness-sensitive
to a variable z iff there exists a world w and an assignment function f s.t.[¢]/=~>+* = # and

15See the appendix for details including the strong Kleene conjunction.
16Here I'm in agreement with an unpublished paper by Charlow [2016]. Note also that we can probably
explain why do not generally coindex two indefinite quantifiers by means of a maximize presupposition rule.
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for all o, [@]f=—>% # #.17 We say that f'[¢]f iff f agrees with f on all definedness-sensitive
variables.
We can now define our dynamic existential closure operator, 1 as follows:
1 if there is an f/[¢]f s.t. [¢]7¥ =1

[t¢]7* = S 0 if for all f'[¢]f, [¢]/™ =0

# otherwise
Now, if we have a strong Kleene negation we can treat the negated sentences as follows:

[+ A man, walked in]/® — 1 iff no rr.lan in w walked in
0 otherwise

The closure or assertion operator t will prove very useful in many places (including with
disjunctions and under quantifiers), so we need not think of it as merely required for negation.
For now, we will assume it can be freely placed under other operators (at the root level it only
eliminates anaphoric potentials so is not useful).

Moreover, we also now can get anaphora across double negations by not using 1 at all, e.g.
[-—A man, walked in] = [A man, walked in] # [-— 1 A man, walked in]

What about [ —A man, walked in]? This has the following truth-conditions:

1 if some man in w walked in

] 0 otherwise
It simply lacks anaphoric potential.

What about negation without the {-operator: "—A man, walked in™? While this does suc-
cessfully put conditions on z, it does not ensure that z # L. In addition, when asserted in a
context without any variable information it does not put any worldly conditions on the con-
text. We might hope to eliminate such parses on pragmatic grounds, or postulate syntactic
constraints to remove them.

10 Disjunction

10.1 Partee disjunction

We have already seen that our theory accounts naturally for anaphoric connections across
double negations. What about the related question of how the theory accounts for this kind of
disjunction example, due to Partee:

(7 There isn’t a bathroom here, or it’s under the stairs.

We don’t naturally get a coherent reading. For on the parse in (8) the entire sentence will
presuppose that x is assigned.

(8) (= 1 there is a bathroom, ) V (it,’s under the stairs)

It is easy to check that there is no way to place the { operator to yield the desired reading.

However, if we are allowed to insert logically redundant material (in a classical sense), then
we can get the desired reading. Note that from the perspective of propositional logic "¢ V ¢
is equivalent to "¢ V (¢ A ¥)7. So from a classical perspective "(—there is a bathroom,) V
(it,’s under the stairs)™ is equivalent to ™(—there is a bathroom, ) V (there is a bathroom, A
it,’s under the stairs)?. Now if we just add a { operator we get the correct reading: (=
there is a bathroom, ) V (there is a bathroom, A it,’s under the stairs)™.

17A problem is this: "3z(xz = = V John knows 141 = 2)7.
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What I am proposing is that we can tweak logical forms not only by adding the f-operator,
but also by adding (classically) logically redundant conjunctions. The combination of these two
free operations will then give us the desired readings under disjunctions. Of course, such free
operations provide a significant divergence between overt syntactic form and that which finally
makes up the meaning, but the proposed operations are sufficiently constrained, I believe, to
be plausible.'®

10.2 Stone disjunction

Another aspect of the dynamics of disjunction can be handled in my system without modifica-
tion. Consider disjunctions that can serve as anaphoric antecedents to donkey anaphora:

9) Either a man will bring a comb or a woman will bring a brush. In either case, ask them
to leave it for me.

One natural suggestion is that the pronouns are linked to both antecedents as follows:”
(10) Either a man, will bring a comb, or a woman, will bring a brush,,. In either case, ask
them, to leave it, for me.

Stone [1992] posed examples of this general form as a particular problem for dynamic semantics.
What we see, though, is that in our semantics with a simple classical semantics for disjunction
we have no problem with these examples. For any context in which the first sentence is accepted
both z and y will not refer to L but rather to either a man or woman or a comb or brush,
respectively. Thus, the presuppositions of the pronouns in the second sentence will be satisfied,
yielding the desired interpretation. Again, we see that by using a trivalent semantics without
stipulative accessibility rules we eliminate problems that plague traditional dynamics semantics.

10.3 From disjunction to conditional
Consider this kind of anaphoric connection:

(11)  Either it’s a holiday or a customer, will come in. And if it’s not a holiday, he, 1l want
to be served.

To my knowledge, cases such as (11) have not been discussed in the literature, though they
resemble, in some respects, cases of modal subordination. Standard dynamic accounts have no
natural resources to account for them, while e-type approaches can easily treat them since the
presuppositions of a definite description such as "the customer™ is satisfied in the local context
of the consequent of the conditional. Likewise the account I am advocating here naturally
captures such examples since the special presupposition of the pronoun (that z does not pick
out 1) is conditionally satisfied once the context is updated with the first disjunct.?’

BKamp and Reyle [1993] also consider adding extra material to the second disjunct to get the desired reading,
but they do not give an explicit system. I am recycling the basic idea from [Rothschild, 2008a] of facilitating
dynamic effects by allowing reconstructions of logical form according to classical equivalence. While I describe
such operations as free here, I believe we will need some constraints on them in order not to generate unattested
readings. The viability of this proposal will ultimately depend on the nature of these constraints.

Schlenker [2011] gives evidence from sign language that this is the logical form of anaphora with disjunctive
antecedents.

20T make the simplifying assumption here that the conditional in the second sentence is just a material
conditional with strong Kleene semantics.
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11  Quantifiers

With respect to generalized quantifiers such as "every ' we will assume a classical behavior. The
syntactic/semantic assumptions of our quantifiers are relatively simple: a quantifier @, takes
two arguments of sentential type, which are assumed to contain the free variable x. @, then
expresses a conservative relationship between the objects satisfying the two arguments (i.e. the
objects that when the assignment function assigns x to those objects makes the arguments
true), as in standard generalized quantifier theory [Barwise and Cooper, 1981].

The critical problem we face is how to understand anaphoric relationships between the
restrictor and matrix of quantifiers. Consider donkey sentences:

(12)  Every (man who owns a donkey, beats it)

Given our reformation rules across logical equivalence, these sentences present no problem. For
conservativity ensures that conjoining the restrictor to the matrix in the standard fragment
makes no difference to truth conditions. So we switch the logical form of (12) to (13).

(13)  Every (} man who owns a donkey, 1 (man who owns a donkey and beats it))

This gets us what is called the ‘weak’ reading of donkey anaphora, namely that every man who
owns a donkey beats at least one donkey he owns. We will need to avail ourselves of one of
the many strategies in the literature for also obtaining the other reading, but I leave that for
another occasion.?!

It is notable that the same technique, using classically equivalent logical forms to cap-
ture anaphoric relations, works for both Partee-disjunction and classic donkey anaphora under
quantifiers.

12 Dynamic adverbs of quantification

As it happens I think the correct treatment of adverbs of quantification requires situational
quantifiers, for roughly the reasons discussed in von Fintel [1994]. However, if we want to
define a Lewisian adverb of quantifier that behaves appropriate for examples like these there
is no technical obstacle. I give a definition in the appendix which follows the usual dynamic
definitions of adverbs of quantifiers as Lewisian [1975] unselective quantifiers.

13 Summary and comparative remarks

Our proposed semantics took a number of important ideas from the literature on dynamic
semantics, particularly Heim’s dissertation.

e Contexts have a Heimian file structure: they are sets of assignment function world/pairs.
e Pronouns and indefinites put conditions on variables.

e There is kind of default existential quantification at the sentence level and under operators
such as negation.

21In my view the weak reading is the right one to get as it is always attested whereas some sentences with
donkey anaphora have no ambiguity:

(i) No man who owns a donkey beats it.
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It is worth comparing this to a dynamic semantics that also covers anaphora and presup-
position. As I noted earlier Beaver’s [2001] ABLE is the obvious comparison point as it covers
presupposition and anaphora (as well as epistemic modals) and builds on much other work in
dynamic semantics from Heim [1982], Kamp [1981] onwards. There are a number of significant
differences between my system and Beaver’s (and other dynamic systems):

My system has semantic values that are functions from assignment world pairs to truth
values. Beaver’s are functions from sets of assignment worlds pairs to sets of assignment worlds
pairs (or relations in type, but he only uses functional relations in his fragment). Beaver’s defi-
nitions of connectives and quantifiers all make reference explicitly to order effects of accessibility
relations. My quantifiers and connectives are simply those from a strong Kleene logic.

On the other hand, my system allows free insertion of f-operators, giving existential closures
as well restricted additions of conjunctives where they do not (classically) affect the truth-
conditions.

My system, in terms of type, is close to that of Dekker [1994, 2012] who also assigns truth-
conditions as semantic values rather than CCPs. However, unlike Dekker, I provide a treatment
of presupposition and have a more classical treatment of quantification and connectives. In my
rigid use of standard (trivalent) quantifier definitions this proposal is in the spirit of Schlenker’s
work on presupposition.

A Syntax

The sets V of variables: z,y,z...

Relational predicates, P, R, Q...

Where P is a relational predicate and ;. ..y, are variables, ¢ and v are arbitrary wff, we form
wif as follows:

P(y1...yn)|some o, (¢, 1)) |every, (¢, ¥)|d AP|g V | =dlalways(¢, §)| T ¢

B Semantics

Let D be the domain of objects and W be a set of worlds. Let an assignment function be a
function from V to DU L, where L is a special object not in the domain. An interpretation I
is a mapping from relational predicates and worlds to n-tuples of D. The denotation function
[[] is a function from a wif, an interpretation, an assignment function and world to the set
{0,1,#}. (We generally do not refer to the interpretation function, but just refer to predicates
holding in worlds as usual.)

We let f[g]f’ iff f agrees with f’ on all variables x such that there exists a world w and an
assignment function g s.t. [¢]9=—+ " = # and for all o, [P]9=—" # #

# if any of f(y1)... f(m) =L
[P(yi,. - va)]% = { 1iff (f(71),... f(7n)) is in the extension of ¢ at w
0 otherwise
1if [¢]F* =1 and [4]Fv =1
o avlre = {0t [ = 0 or [l =0

# otherwise
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Lif [¢]7* =1 or [ =1
[¢ Vv ¢]f =S 0if [¢]/* = 0 and []F* =0
# otherwise
Lif [¢] =0
[o]/* = 0if [¢]F =1
7 otherwise
Lif [¢]/* =1 and [¢]"* =1
[some, (¢, 9)]5* = L 0if f(z) = L or [¢]F* =0 or [}/ =0
# otherwise
1if Yo € D[]+~ =1 and [yp]fe—ew =1
[every, (¢, 9)]%" = 0if Jo € D : [¢]f—=* =1 and [ip]f==* =0
# otherwise
1if Vf'[¢]f such that [¢]/* = 1,3f”[¢)]f’ such that []/"* =1
[always(¢, )]/ =  0/if 3f[¢]f [¢]7" = 1 and V" [p]f [¥]F"* =0
# otherwise
1if 3f/[¢]f such that [¢]/* =1
[1o]/ = 0 if Vf'[g]f [o]/ " =0

# otherwise

C Transformation mechanisms

In moving from expressed logical forms to the form interpreted we allow the following two
alterations:

f-insertion: Replace any instance of a wif ¢ inside a wif with ¢

Adding redundant conjunctions: if a wif contains the wifs ¢ and v replace any instance of ¢
with ¢ A if the replacement is a classically equivalent.( Definition of classical equivalence:
formulas o and § are classically equivalent if when all T operators are removed for every
interpretation I and assignment function f [¢]F¥ = 1 iff [¢]F* = 1.)
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Abstract

This paper addresses the need to pay attention to the multiplicity of possible
interpretations of adjectives when applying to them the standard tests of scale
structure and standard (Kennedy & McNally 2005). In particular, the paper
considers simple-dimensional, complex-dimensional, and multidimensional inter-

pretations of multidimensional adjectives (Sassoon in progress).

1 Introduction

Standard theories of gradability associate gradable adjectives with a single scalar dimension
per context, like height or health (Bierwisch, 1989; Kennedy, 2007; Kennedy & McNally, 2005;
Rotstein & Winter, 2004). Often, the dimension is used to compose a relation between
individuals and degrees — a denotation at type <d, <e,t>. For example, tall denotes a relation
between degrees d and entities x which are at least d tall. A null morpheme, pos, introduces a
membership norm c called standard into the logical form and truth conditions of positive forms.
For example, (1) is true iff Ann is at least as tall as the norm (von Stechow, 2007).

(1) Ann is pos, tall.

Degrees can reflect a single measurement, like height (a basic dimension), or the output of a
function over degrees in a set of measurements, like fp with weights wy {(fp,...f5,, Wgp...wp,) (a
complex dimension; Bylinina, 2013; Kennedy, 2013; McNally & Stojanovic, 2014; Umbach,
2016; Solt, 2018). For example, the optimism of an entity x can be modeled as the weighted
sum Y wgfp(x) of x’s degrees in various measurements, and x’s health can be modeled as a
weighted product IIwgfy(x). Weighted products capture the intuition that, for example, any
life-threatening disease reduces one’s average health below any plausible standard, no matter
how healthy one is otherwise. When degrees are multiplied, a low degree in a single dimension
strongly reduces the overall product (for example, 1 - ... - 1 - 0.5 = 0.5) and thus reduces the
classification probability. In contrast, when degrees are added, a few low degrees hardly affect
the overall sum (for example, 1 + ... + 1 + 0.5 is almost the maximal sum possible). This is
useful to model cases in which the contributions of the different dimensions are independent,
as is characteristic of traits like optimistic (Murphy 2002; Pothos & Wills 2011).

Proceedings of the 21°° Amsterdam Colloquium

14



Tests of scale structure in multidimensional adjectives Galit W. Sassoon

Indeed, recent work adopts the intuitive view that speakers weigh the dimensions of
multidimensional adjectives by importance (Kennedy 2013; McNally & Stojanovic, 2014), and
sum up the degree of the entities in those dimensions factored by their weights (Gérdenfors
2004; Bylinina, 2013; Solt, 2018). For example, Kennedy (2013) argues for uncertainty about
how the dimensions involved in standard calculation are weighted in different situations.
Kennedy thereby explains faultless disagreement in the presence of multiple dimension, namely,
the fact that no side can be proven wrong when speakers disagree about whether the
application of an adjective like typical, beautiful or safe to a given entity is truthful or not.
Furthermore, as illustrated above, the cognitive literature often uses averaging functions to
collapse the set of dimensional degrees and weights into a single degree. While more complex
functions than averaging are also possible, this does not affect the arguments in this paper.

Thus, for example, on any of its simple dimensional interpretations, healthy, denotes
a relation, Ry, between entities x and their levels d of health with respect to a contextually
given dimension F (e.g., cholesterol, diabetics, flu or chickenpox; Bartsch 1984; Kennedy 2013).
By contrast, on its complex dimensional interpretation, healthy denotes a relation, R’
between entities x and their ‘averaged’ health levels d (e.g., the weighted product, IIwgfg(x),
of the degrees of entities x in the contextually relevant health indices F). With a maximum
standard for healthy and a minimum standard for sick, entities are predicted to count as pos
healthy iff they are maximally healthy in every respect, and as pos sick otherwise (Bylinina
2013).

However, besides adjectives whose scales are based on simple or complex dimensions of the
sort illustrated above, Bartsch & Vennemann (1972) and Bartsch (1984) represented certain
adjectives as multidimensional. Sassoon (in progress) and Sassoon & Fadlon (2017) argued
that these adjectives have, in addition to any dimensional interpretation, also a
multidimensional interpretation, where the scale is based on dimension counting.

For example, on its multidimensional interpretation, healthy denotes a relation, Ry,cuuy,
between entities x and the number n of dimensions with respect to which they are healthy. In
this interpretation, the standard of healthy standard represents the minimal number of
dimensions with respect to which entities have to be healthy in order to count as pos healthy.
By virtue of a maximum standard, pos healthy conveys being healthy in every respect. Sick
denotes a relation, Ry, between entities x and the number n of dimensions with respect to
which they are sick, and by virtue of a minimum standard, pos sick conveys being sick in at
least one respect.

The multidimensional interpretation of an adjective differs from its dimensional and
complex-dimensional interpretations in—often subtle but—important respects (see discussion
in Sassoon in progress). The default multidimensional interpretation of a positive adjective like
safe, for example, (‘safe in every respect’) asymmetrically entails any interpretation based on
a specific dimension (for example, frequency of cases of robbery or rape). Evidence for its
presence is the intuition that a neighborhood can be considered not pos safe even if the only
piece of information available is that some big enough danger exists, namely there is a respect
in which the neighborhood is not safe. No further information is needed about the nature of
that danger (the respect being violated). This much information does not suffice to falsify an
interpretation of pos safe based on a particular dimension like robbery.
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By contrast, the multidimensional interpretation of pos safe (safe in every respect) is
asymmetrically entailed by any maximum-standard complex (e.g., averaging-based)
interpretation of pos safe. The two interpretations differ because a neighborhood which is not
maximally safe in every respect (namely, not pos safe in the complex-dimension sense) can still
be safe in every respect (namely, pos safe in the multidimensional sense). Evidence for the
multidimensional interpretation comes from the intuition that a neighborhood can be
considered pos safe even when some degree of danger of some sort exists, for example, robbery
occurs but rarely enough that the neighborhood counts as safe in this respect. In general, a
multidimensional interpretation is sensitive to the standards of the dimensions and does not
necessitate maximal standards (relative adjectives may well constitute dimensions). By
contrast, a complex dimensional interpretation is not sensitive to the standards of the
dimensions, and, with a maximum standard reduces to a quantificational interpretation like
“adjective in every respect”, only assuming the dimensions have a maximum standard too.

In sum, intuitively, in some contexts, a neighborhood is considered (pos/perfectly) safe iff
the neighborhood is safe in every respect, and not (pos/perfectly) safe otherwise. No account
in terms of a unique dimensional interpretation (either simple or complex) captures both these
truth condition and falsity condition simultaneously (Sassoon, in progress).

Section 2 briefly reviews some of the motivations for dimension-counting interpretations,
and clarifies the distinctions between them and other interpretations of adjectives that involve
counting scales (Sassoon, in progress). This multiplicity of interpretations gives rise to a need
to make the standard tests of scale structure of adjectives more precise. In particular, section
3 reviews some of the scale structure tests. Some tests are based on judgments of inference
patterns or contradictions between sentences with a given adjective. While judging whether an
inference follows or a contradiction holds, it is important to control for the type of
interpretation of each ambiguous or context-sensitive word in the premises and conclusions or
in the potentially contradicting sentences. Section 3 suggests that to better understand the
results of the tests of scale-structure theory in the presence of counting-based (quantificational)
interpretations, the application of a supplementary test, based on exceptive phrases, is needed.

2 Motivations for the dimension-counting hypothesis

Exception phrases indicate universal generalizations as opposed to existence statements, as
shown in the contrast in examples (3a,b) vs. (3c,d) (Hoeksema, 1995; Moltmann, 1995; von
Fintel, 1994).

(1) a. Everyone arrived except for Mary.
b. No one arrived except for Mary.
c. #Someone arrived except for Mary.
d. #Not everyone arrived except for Mary.

Thus, the higher acceptability of exception phrases in examples like (4a) rather than (4c) seems
to stem from a higher tendency to interpret positive forms of positive adjectives like healthy
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as involving universal quantification over dimensions. In addition, the higher acceptability of
exception phrases in examples like (4b) than those like (4d) seems to stem from a higher
tendency to interpret positive forms of negative antonyms like sick as involving existential
quantification over dimensions. Negation reverses the quantificational force, resulting in
universal quantification in (4b) and existential quantification in (4d) (Hoeksema, 1995).

2 a. Mary is healthy except for high cholesterol (ch)
b. Mary is not sick except for the flu
c.# Mary is sick except for normal cholesterol (ch)
d.# Mary is not healthy except for (normal) cholesterol (ch)

Judgment studies support the acceptability contrasts indicated in (2) (see review in Sassoon,
in progress) and corpus studies reveal distributional patterns reflecting these judgments.
Sassoon (2013) considered 1300 naturally occurring examples of the form ‘Adj. except’ with 8
antonym pairs in positive vs. negated contexts. Positive adjectives manifested mainly
interpretations involving universal quantification over dimensions, while negative adjectives
manifested mainly interpretations involving existential quantification.

Sassoon (in progress) argued that the basis for these trends is a scale based on dimension
counting with a tendency toward a maximum standard in positive adjectives, as opposed to a
minimum standard in negative ones. One motivation for this proposal was the observation that
comparison constructions may have an interpretation in which dimension-cardinalities are
directly compared. For instance, example (3), in addition to having an access reading, as in
(3a), and a quantificational reading, as in (3b), can also have a dimension-counting

reading, as in (3c).

(3) Ann is more successful than Bill.
a. Ann is more successful than Bill is in some salient respect (their math studies).
b. Ann is more successful than Bill is in n-many (for example, most) respects.

C. Ann is pos successful in more respects than Bill is.

In the dimension-counting proposal, successful denotes the dimension-counting relation that
holds between degrees d and entities who are successful in at least d respects. Thus,
comparisons like (3) can convey that there is a number d, such that Ann is successful in at
least d respects, while Bill isn’t, namely reading (3c). In addition, in this proposal,
(un)successful denotes the dimension-counting relation that holds between degrees d and
entities who are (un)successful in at least d respects. Thus, (4) is correctly predicted to have
a dimension-counting interpretation, conveying that there are more dimensions in which Bill

is successful than there are dimensions in which he is unsuccessful (Sassoon, in progress).

(4) Bill is more successful than unsuccessful.
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In (5) (from 2009’s academic section of the corpus of contemporary American English, Davis
2010), the number of dimensions in which reading and spelling are alike seem to compare to
the number of dimensions in which they are different. The contextually supplied dimensions
are language skills. Reading and spelling count as similar with respect to a given skill if both
require it. Thus, reading and spelling count here as similar in the multidimensional sense of

the dimension-counting proposal because (and to the extent that) they require the same skills.

(5) “Reading and spelling require the same language skills (Moats, 2005), have a strong
correlation (Ehri, 2000), and support the development of each other (Snow, Griffin,
&; Burns, 2005). Reading and spelling are more similar than different...”

Furthermore, intuitively, degree modified adjectives like, for example, {perfectly, mostly, very,
somewhat} happy, may contribute information about the number of dimensions (e.g., all, most,
many, some, respectively) whose norms their argument exceeds. Again, dimension-counting
scales predict the availability of such readings. In sum, the dimension-counting account
captures the wider set of interpretations of positive, comparative and degree-modified forms of
multidimensional adjectives as compared with dimensional adjectives (Sassoon, in progress).
Moreover, while dimensional adjectives by definition do not have readings involving
quantification over dimensions, they may have readings involving quantification over other
types of objects. Such readings can also be diagnosed using exception phrases. For example,

we can describe a crowded classroom using (6a), but we cannot describe a sick child using (6b).

(6) a. The classroom is full/empty except for one chair.

b. #The child is warm expect for one degree.

Arguably, these judgments stem from the tendency of full towards interpretations with a
maximum standard as opposed warm, which does not have this tendency. In the context of
the utterance in (6a), full is associated with a chair-counting scale ranging between 0 and the
maximum number of chairs in the given classroom. Thus, full denotes the relation between
degrees d and locations containing chairs x, which holds iff the number of occupied chairs in x
is d. Since full tends toward a maximum standard, pos full truly apply to a location x iff every
chair in x is occupied.

By contrast, warm in a context suitable for the utterance in (6b), has a conventional mid-
scale standard of 36. Thus, The child is pos warm conveys that the child’s temperature is
warmer than 36. Since these truth conditions do not reduce to universal quantification over
temperatures, an exceptive is not licensed. Again, we see a connection between exceptive
licensing and maximal standards. Thus, exceptive licensing can form a test for maximal
standards of cardinality scales, including dimension-counting or other object-counting scales.

In fact, Yoon (1994) argued for adjectival readings involving universal and existential
quantification over individuals or subparts. Many of Yoon’s examples are also multidimensional
adjectives. For example, for a table or table part to be dirty it has to be dusty, stained, oily,
crumby, or dirty in some other way, while for it to be clean it has to be clean in every way.
Thus, positive forms like (7a,b) may involve quantification over parts, dimensions, or both.
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(7) a. The tables are clean/not dirty (except for the one on the left, which is dusty).
b. The table is clean/not dirty (except for one part, which is slightly dusty).

The evaluation of whether a table/part is, e.g., rather dirty, fairly clean, or cleaner than
another table/part depends on what precisely is being counted.
With this in hand, we move on to scale structure theory’s tests.

3 Standard types predicted by the different hypotheses

Gradable predicates divide by whether their unique scale has a minimum, a maximum, both
or neither, and whether their standard is identified with the scale maximum, minimum, or
neither (Kennedy, 2007; Kennedy & McNally, 2005; Rotstein & Winter, 2004; Van Rooij, 2010;
Syrett, 2007). In relative adjectives, like interesting, the standard is context relative, while in
absolute adjectives the standard is a lexicalized scale-endpoint. For instance, one indication
that clean has a maximum standard is the intuition that (8a), unlike (8b), is a contradiction,
as the symbol # indicates. The source of the contradiction in (8a) is the inference in (9a).

The consistency of (8b) correlates with the inference failure indicated in (9b).

(8) a. #This table is clean, but that one is cleaner.
b. This table is beautiful, but that one is more beautiful.
(9) a. #That table is cleaner than this one.
=> This table is not maximally clean. => This table is not clean.
b. That table is more interesting than this one.
=> This table is not (maximally) interesting. => This table is not interesting.

An indication that different has a minimum-standard is the intuition that (10a) is a
contradiction, unlike (10b). The source of the contradiction in (10a) is the inference in (11a).
The consistency of (10b) correlates with the inference failure in (11b).

(10) a. #This chair is not different from mine, but is more different than that one is.
b. This chair is not beautiful, but is more beautiful than that one is.
(11) a. #This chair is more different from mine than that one is.
=> This chair is at least minimally different from mine.
=> This chair is different from mine.
b. This chair is more interesting than that one is.
=> This chair is at least minimally interesting. => This chair is interesting.

These tests of standard type yield clear results in adjectives that are not multidimensional,

like those used in much of the experimental work on scale structure theory (e.g., Syrett,
Kennedy, & Lidz, 2009). This work addressed mostly basic scales of dimensional adjectives like
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straight-bent, full-empty and transparent-opaque. To illustrate, examples (12a,b) are clearly
inconsistent, indicating a maximum- and minimum-standard for straight and bent, respectively.

(12) a. #¢ This rod is straight, but that one is more straight.
b. # This rod is not bent, but is more bent than this one.

However, when the interpretation of adjectives involves quantification over dimensions, the
test results might be affected by the force of the quantifier over dimensions. In particular, the
tests don’t yield clear results when the default standards of the multidimensional
interpretation, dimensional interpretation, and dimensions’ interpretations are not identified
with the same scale point. To illustrate, the tests demonstrate that the interpretations of
similar or familiar are typically associated with midpoint or minimum-standards. The
consistency of (13a,b) suggests that their standard is not identified with the scale-maximum.
The fact that (13c,d) is judged as inconsistent, suggests that the standard is identified with
the scale minimum, while them being judged as consistent may suggest a midpoint standard.

(13) a. This version is similar to the original draft, but that one is more similar.
b. This fruit looks familiar, but that one looks more familiar.
c. 7¢ This version is not similar to the original, but it is more similar than that one.

d. ?¢ This fruit does not look familiar, but it looks more familiar than that one.

However, such an application of the tests ignores the fact that similar and familiar have
multidimensional interpretations. For example, the paper versions talked about in (13a) can
be similar or not in font type, font size, line spacing, length, wording, topics, depth, or strength
of argumentation. Thus, (13a) can relate to font size only, to a uniform complex dimension
based on weighted summing over different respects, or to a scale based on counting different
respects in which the two versions are similar. Similarly, a fruit can be familiar or not with
respect to shape, size, color, taste, having seeds or not, having stripes or not, or serving certain
purposes or not. Thus, again, familiar as applied to fruits has a variety of interpretations.

Moreover, we have shown that the exception-phrase tests of universality and existentiality
over dimensions illustrated in (2) indicate whether a multidimensional interpretation tends to
have a maximum or minimum standard. The corpus results reviewed in section 2 suggest that
positive forms of positive adjectives often involve universal quantification over dimensions. In
particular, the distribution of exception phrases suggests that pos familiar often conveys being
familiar in all relevant respects. Since, according to the standard theory, the test in (13b)
indicates that familiar does not have a maximum standard, the proposal that familiar is
associated with a complex (e.g., averaging-based) dimension with a minimum or mid-point
standard cannot explain familiar’s tendency toward universal quantification over dimensions.
Following this proposal, fruits are predicted to count as familiar iff they are familiar to at least
some non-maximal degree in a single (basic or complex) dimensional scale. Thus, it does not
follow that familiar fruits are familiar in every respect.

However, this tendency can be captured assuming a multidimensional (dimension-counting)

interpretation for this adjective that does involve a maximum standard. Given the empirical
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generalization that positive adjectives tend to be universal over their dimensions (see section
2), being positive, the default interpretation of pos familiar is familiar in every respect. Given
this universal interpretation, exceptives are correctly predicted to be licensed.

In fact, when the adjectives in Sassoon’s (2013) corpus study were divided into adjectives
with default maximum and minimum standards by the standard tests of scale structure theory,
the two adjective-sets did not differ significantly in their universality vs. existentiality index
(exceptive frequencies). The reason was precisely that some maximum standard adjectives were
negative and thus more existential than universal over their dimensions (like unfamiliar), while
some midpoint or minimum standard adjectives were positive and thus more universal than
existential over their dimensions (like familiar).

Hence, the proposal that multidimensional adjectives have an interpretation based on
dimension-counting, together with the generalization that multidimensional interpretations
tend toward a maximum standard in positive adjectives and a minimum standard in negative
adjectives, is needed to capture the corpus data and judgments in (13). Based on the proposal
and generalization, the multidimensional truth conditions of positive forms of, for example,
familiar, require that for all familiarity respects F, the individual talked about would be at
least somewhat familiar with respect to F. The consistency of (13b) follows, because other
individuals may be even more familiar than the fruit talked about. They may, for instance, be
very familiar in the given respects.

As for (13d), it is only predicted to be inconsistent assuming the standard hypothesis that
familiar is associated with a complex (e.g., averaging-based) dimension, by which not pos
familiar means not being even a bit familiar (having a zero degree of familiarity). By contrast,
assuming a multidimensional interpretation along the dimension-counting proposal, not pos
familiar is consistent with being a bit familiar in some respects or others, and therefore more
familiar than individuals who are in no way even a bit familiar. Such predictions are consistent
with the shaky status of speakers’ judgments about (13c,d).

Moreover, in the corpus investigated by Sassoon (2013), almost all the adjectives that were
usually universal over their dimensions, like typical, admitted some existential uses and vice
versa, regardless of the type of standard typically associated with them in scale-structure
theory. In those cases, a complex dimensional interpretation with the standard identified by
the scale structure theory tests cannot provide a sufficient account for the quantification over
dimensions, and a multidimensional interpretation based on dimension-counting is needed to
do the job. Dimension-counting scales seem to usually be closed on both sides ranging between
0 and the cardinality of the entire dimension set. Thus, these standard shifts are possible.

Moreover, often speaker judgments are not conclusive when applying scale structure
theory’s tests even with adjectives like safe, clean or healthy, which are usually maximum-
standard. This happens because they may admit mid-point relative interpretations as well.
Thus, speakers diverge on whether the examples in (14) are inconsistent as the literature
assumes (Kennedy, 2007; Kennedy & McNally, 2005; Rotstein & Winter, 2004), or not.

(14)? This is {clean, safe, healthy}, but that is (even) {cleaner, safer, healthier}.
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Context relativity may pervade the interpretation of absolute multidimensional adjectives
either through a shift to non-absolute standards (e.g., safe may convey being safe in most
respects), or through a context-relative dimension (e.g., safe with respect to robbery). Then
there are no entailment relations between the multidimensional and complex-dimension
interpretations (for context effects in absolute adjectives see Bierwisch 1989; McNally 2011).

To conclude, this paper proposes an account for cases in which speakers’ judgments on the
tests of scale structure theory are less conclusive than expected assuming simple or complex
dimensional interpretations of adjectives. The tests provide important information about the
types of standards of adjectives, but they must be used with caution in order not to confound
the types of standard of the different possible interpretations of each adjective, including, in
particular, interpretations involving quantification over dimensions. When these exist, the test
results might be affected both by the standards of the dimensions and by the force of
quantification over dimensions (the standard of the multidimensional interpretation), as
indicated by the exceptive phrase tests. These tests are needed to supplement judgments.

Sassoon (in progress) shows that this conclusion applies to additional tests of scale structure
theory. For example, in this theory, absolute modifiers like perfectly select adjectives whose
scale has a maximum (Rotstein & Winter 2004; Kennedy, 2007; Kennedy & McNally, 2005;
Syrett, 2007). By contrast, absolute modifiers like somewhat or slightly select adjectives whose
scale includes a minimum. However, Sassoon (in progress) illustrates that degree modified
multidimensional adjectives have dimension-counting interpretations (see section 2). Moreover,
in Sassoon’s (2013) study, the universality score of each adjective (as given by the frequencies
of exceptive-modification of its occurrences) strongly correlated with the frequency of its
modification by perfectly (r = 0.7). Universality did not correspond with having a maximum
standard by the tests of scale structure theory. Overall, this supports an account of perfectly
as selecting multidimensional adjectives that are universal over their dimensions, even when
their simple- or complex-dimensional interpretations have relative or minimum standards
according to the tests of scale structure theory (e.g., beautiful or similar). Again the exceptive
tests are needed to supplement scale structure theory’s tests.
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Abstract

Sartorio [4] argues convincingly that disjunctive causes exist. To treat disjunctive causes
within Halpern and Pearl [2]’s framework of causal models, we extend their causal model
semantics by disjunctive antecedents and propose a refinement of their definition of actual
causation.

1 Introduction

Halpern and Pearl [2] define actual causation based on a causal model semantics of conditionals.
The semantics is restricted to antecedents that do not contain disjunctions. “We might consider
generalizing further to allow disjunctive causes”, so Halpern and Pearl [2, p. 853], but they
discard the idea, because there be “no truly disjunctive causes once all the relevant facts are
known”.

In contrast, Sartorio [4] argues for the existence of disjunctive causes by putting forward
a switching scenario, in which all the relevant facts are known. Sartorio’s Switch provides
motivation to extend Halpern and Pearl [2]’s causal model semantics and definition of actual
causation to be applicable to causes that have a particular disjunctive form. Accordingly, we
lift the restriction of causal models to non-disjunctive antecedents such that we can express
arbitrary Boolean combinations in a conditional’s antecedent.

In Section 2, we translate Sartorio’s Switch in a causal model. En passant we introduce
Halpern and Pearl [2]’s causal model semantics and definition of actual causation. In Section 3,
we extend Halpern and Pearl [2]’s causal model semantics by antecedents having a disjunctive
form. This allows us to refine Halpern and Pearl’s definition of actual causation such that it
captures disjunctive causes of the type found in Sartorio’s Switch.

2 Sartorio’s Switch and Causal Models

Sartorio [4] argues for the existence of disjunctive causes. She invokes roughly the following
scenario to back up her claim.

Ezample 1. Sartorio’s Switch (Sartorio [4, p. 523-528])

Suppose a train is running on a track onto which a person is tied. Although there is a switch
determining on which of two tracks the train continues, the tracks reconverge before the place,
where the person is captivated. Now, Sartorio adds details to this typical switching scenario. A
person, called Flipper, flips the switch such that the train continues on the left track. Moreover,
there is construction work carried out on the right track. Another person, called Reconnecter,
reconnects the right track before the train would have arrived in case Flipper hadn’t flipped
the switch. The train travels on the left track and kills the trapped person.

Sartorio proposes that the disjunction ‘Flipper flips the switch and/or Reconnecter recon-
nects’ is the actual cause of the person’s death, while both individually ‘Flipper flips the switch’
and ‘Reconnecter reconnects’ are not actual causes of the person’s death.
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In her judgment, she complies with Lewis [3]’s simple counterfactual analysis of actual
causation. ‘Flipper flips the switch’ (and ‘Reconnecter reconnects’) is not an actual cause of
the person’s death. For, if it were not the case that ‘Flipper flips the switch’ (or ‘Reconnecter
reconnects’ respectively), the person would die nevertheless. Additionally, the conjunction
‘Flipper flips the switch and Reconnecter reconnects’ is no actual cause of the person’s death.
For, if it were not the case, the person might die nevertheless, viz. in case one of Flipper
and Reconnecter does what they do. However, the disjunction ‘Flipper flips the switch or
Reconnecter reconnects’ is an actual cause of the person’s death. For, if it were not the case,
the person would not die. Sartorio [4, p. 530] confirms that “the death happened because at
least one of them did what they did.”

Sartorio [4] makes the intuition strong that Flipper’s redirection is not a cause given that
there was an alternative route, even if that route is never actualized. She thinks that “the
mere fact that there was an alternative route is sufficient to rob the event of the redirection
of its causal powers.” (p. 532) Accordingly, Flipper’s redirection to the left track renders
Reconnecters reconnection of the right track causally inefficacious, and, conversely, the recon-
nection renders the redirection causally inefficacious. The core of her reasoning goes as follows:
“If either event had happened without the other, then that event would have been causally
efficacious [...]. But, when both events happen, they deprive each other of causal efficacy.”
(p. 531) However, so argues Sartorio, the outcome must still depend on the existence of some
viable causally efficacious path. Hence, the disjunctive fact that at least one path was causally
efficacious is the cause of the outcome.

We translate now Sartorio’s Switch in a causal model and check which formulas qualify as
actual causes according to Halpern and Pearl [2]’s definition of actual causation.

2.1 Halpern and Pearl’s Causal Model Semantics

Halpern and Pearl [2, pp. 851-852)’s causal model semantics of conditionals is defined with
respect to a causal model over a signature.

Definition 1. Signature

A signature S is a triple S = (U, V, R), where U is a finite set of exogenous variables, V is a
finite set of endogenous variables, and R maps any variable Y € & UV on a non-empty (but
finite) set R(Y") of possible values for Y.

Definition 2. Causal Model
A causal model over signature S is a tuple M = (S, F), where F maps each endogenous variable
X €V on a function Fx : (XUEZ/{R(U)) X (Xygv\{X}R(Y)) = R(X)

The mapping F defines a set of (modifiable) structural equations modeling the causal influ-
ence of exogenous and endogenous variables on other endogenous variables. The function F'x
determines the value of X € V given the values of all the other variables in &/ U V. Note that
F defines no structural equation for any exogenous variable U € U.

Intuitively, a simple conditional [Y = y]X = z is true in a causal model M given context
U = Uq, ..., Uy, if the intervention setting Y = y results in the solution X = z for the structural
equations.! Such an intervention induces a submodel My —, of M.

1The solution is unique, because we consider only recursive causal models. We write X for a (finite) vector
of variables X1,.., Xy, and & for a (finite) vector of values z1,..,zn of the variables. Hence, we abbreviate
X1 =uz1,..,Xn = xn by X = & For simplicity, we do not properly distinguish between the vector and its set

(X =1}
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Definition 3. Submodel .
Let M = (S, F) be a causal model, X a (possibly empty) vector of variables in V and Z, 4

vectors of values for the variables in X, /. We call the causal model M == (Sg, F X =) over
signature Sg = U,V \ X7R‘V\X> a submodel of M. FX=% maps each variable in V\ X on a

function ng =7 that corresponds to Fy for the variables in V' \ X and sets the variables in X
to Z.

We can describe the structure of Sartorio’s Switch using a causal model including four binary
variables:

e an exogenous variable T', where T' = 1 if the train arrives and T' = 0 otherwise;

e an endogenous variable F'; where F' = 1 if Flipper flips the switch and F' = 0 otherwise;
e an endogenous variable R, where R = 1 if Reconnecter reconnects and R = 0 otherwise;
e an endogenous variable D, where D = 1 if the person dies and D = 0 otherwise.
Leaving the functions Fr, Fr and Fp implicit, the set of structural equations is given by:
e =T

e R=T

e D =max(F,R)

In words, Flipper flips the switch (F' = 1), if the train arrives (" = 1). Reconnecter
reconnects (R = 1), if the train arrives. The person dies (D = 1), if at least one of F' =1 and
R =1 is the case. These recursive dependencies of the structural equations are depicted in
Figure 1.

/N
N/

Figure 1: The causal network for Sartorio’s Switch. The arrows represent the dependences of
the structural equations.

To illustrate the causal model semantics, let us check whether or not the conditional [F =
1]D = 1 is true in the causal model M of Sartorio’s Switch (given the context ¢ = 1). Intuitively,
the intervention that sets /' = 1 induces a submodel Mpr—; of M. If the solution to the structural
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equations of Mp—1 satisfies D = 1, then [F = 1]D = 1 is true in the causal model M under
context T' = ¢. In this case, we write (M,t) = [F =1]D = 1.

In the scenario of Sartorio’s Switch, (M,t) = [F = 1]D = 1 iff (Mp=1,t) | D = 1. The
structural equations for the submodel Mp_; are:

e =1
e R=T
e D =max(F,R)

We see that the solution to the structural equations of Mp_; satisfies D = 1, and thus M
satisfies the conditional [F' = 1]D = 1 (given t). Notice the difference between the structural
equation F' =T and F = 1: the former depends on T, whereas the latter does not. After the
intervention that sets F' = 1, the variable F' is treated similar to an exogenous variable, i.e. it
is assigned a value by its structural equation that does not depend on other (exogenous and/or
endogenous parent) variables.? The structural equations for the variables in V \ {F} remain
unchanged.

2.2 Halpern and Pearl’s Definition of Actual Causation

The basic idea behind Halpern and Pearl [2]’s definition is to extend Lewis’s notion of causal
dependence to a notion of contingent dependence. Lewis [3, p. 563] defines causal dependence
between two occurring events C' and E in terms of counterfactual dependence. FE causally
depends on C' iff (i) C' and E occurred, and (ii) the simple counterfactual criterion is satisfied:
if C' had not happened, E would not have happened. Furthermore, he identifies actual causation
with the transitive closure of causal dependence. Hence, C is an actual cause of E iff there
is a chain of causal dependencies from C to E. Halpern and Pearl extend this definition by
(possibly non-actual) contingencies: C' is an actual cause of F iff E causally depends on C'
under certain contingencies. Roughly, contingent dependence makes it possible that even if F
does not counterfactually depend on C in the actual situation, F counterfactually depends on
C under certain contingencies.?

Based on their causal model semantics for conditionals, Halpern and Pearl [2, p. 853] propose
the following definition of actual causation.

Definition 4. Actual Causation
X = 7 is an actual cause of ¢ in (M, @) iff the following three conditions hold:

ACL. (M,@) = (X =Z) A ¢.

—

AC2. There exists a partition (Z, W )y of V with X C Z and some setting (9;’ L ) of the variables
in (X, W) such that if (M, 4) = Z = z* for all Z € Z, then both of the following conditions

hold:
(a) (M, ) |= [X = 2/, W = u/]-¢.
(b) (M, @) | [X =&, W' =w',Z' = z]¢ for all subsets W’ of W and all subsets Z' of
Z.

2Intuitively, we may think of a value assignment X = z in model M by an intervention as overruling the
structural equation in M.

3Note that Halpern and Pearl do not take the transitive clossure for their definition of actual causation. In
contrast to Lewis’s dictum, they think [2, p. 844] that causation is not always transitive.
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AC3. X is minimal; no subset of X satisfies conditions AC1 and AC2.

AC1 requires both that the actual cause X = X and its effect ¢ are true in the actual
(contextualized) model. AC3 ensures that only the conjuncts of X = ¥ “essential” for changing
¢ in AC2(a) are part of a cause: “inessential elements are pruned.” (Halpern and Pearl [2,
p.853]) As proven by Eiter and Lukasiewicz [1], AC3 implies that an actual cause is always a
single conjunct of the form X = z, if the set of endogenous variables is finite.

To understand AC2, it is helpful to think of X = 7 as the minimal set of conjuncts that
qualifies as a cause of the effect ¢, and to think of Z = 7 as the active causal path(s) from X
to ¢.

AC2(a) is reminiscent of Lewis [3]’s simple counterfactual criterion: ¢ would be false, if it
were not for X = Z. The condition says that there is a setting X = # changing ¢ to —¢, if the
variables not on the active causal path(s) take on certain values, i.e. W = w'. The difference
to the counterfactual criterion is that ¢’s dependence on X =1z may be tested under certain
contingencies W =uw' , which are non-actual for w # w. Note that those contingent tests allow
to identify more causal relationships than the simple counterfactual criterion.

AC2(b) restricts the contingencies allowed to be considered. The idea is that any considered
contingency does not affect the active causal path(s) with respect to X = 7 and ¢. In other
words, AC2(b) guarantees that X alone is sufficient to change ¢ to —¢. The setting of a
contingency W =uw only eliminates spurious side effects that may hide X's effect. The idea
behind AC2(b) is implemented as follows: (i) setting a contingency W = w leaves the causal
path(s) unaffected by the condition that changing the values of any subset W' of W from the
actual values @ to the contingent values w’ has no effect on ¢’s value. (i) At the same time,
changing the values of w' may alter the values of the variables in Z , but this alteration has no
effect on ¢’s value.

We apply now Halpern and Pearl [2]’s definition of actual causation to the causal model of
Sartorio’s Switch. The result is that each of FF = 1 and R = 1 is an actual cause of D = 1.
However, the conjunction F' =1 A R = 1 and the disjunction F =1V R = 1 do not qualify as
actual causes of D = 1.

We show that F' =1 is an actual cause of D = 1. (The argument for R = 1 is structurally
the same as the causal model of Sartorio’s Switch is symmetric with respect to F' and R.) Let
Z = {F,D}, and so W = {R}. The contingency R = 0 satisfies the two conditions of AC2:
AC2(a) is satisfied, as setting F' = 0 results in D = 0; AC2(b) is satisfied, as setting F' back
to 1 results in D = 1. The counterfactual contingency R = 0 is required to reveal the hidden
dependence of D on F, or so argue Halpern and Pearl.

We show that F = 1A R = 1 is not an actual cause of D = 1 due to the minimality condition
AC3. Let Z = {F,R, D}, and so W = ). AC2(a) is satisfied, as setting F = 0 A R = 0 results
in D = 0. AC2(b) is satisfied trivially. However, two subsets of X = {F, R} satisfy the two
conditions of AC2 as well, viz. X’ = {F} and X = {R}. Therefore, X = {F, R} is not minimal
and according to AC3 the conjunction F' = 1 A R = 1 is thus no actual cause of D = 1.
Minimality is meant to strip “overspecific details from the cause.” (Halpern and Pearl [2, p.
857])

The disjunction F = 1V R = 1 does not qualify as actual cause of D = 1, simply because
Halpern and Pearl [2]’s definition of actual causation does not admit causes in form of proper
disjunctions, i.e.disjunctions having more than one disjunct. They do not “have a strong
intuition as to the best way to deal with disjunction in the context of causality and believe that
disallowing it is reasonably consistent with intuitions.” (p. 858)

Sartorio [4, p. 530] observes that “there is no general motivation for believing that, when (if)

Proceedings of the 21°° Amsterdam Colloquium

29



Disjunctive Antecedents for Causal Models M. Giinther

a disjunctive fact is a cause, at least one of its disjuncts must also be a cause.” This observation
stands in sharp contrast to Halpern and Pearl [2]’s definition of actual causation, according to
which both disjuncts individually qualify as actual causes. In the next section, we first define
disjunctive antecedents for Halpern and Pearl’s causal model semantics; subsequently, we extend
their definition of actual causation to cover disjunctive causes as found in Sartorio’s Switch.

3 An Extension of Causal Model Semantics by Disjunc-
tive Antecedents

Recall Sartorio’s Switch of Section 2. Sartorio argues that the person tied to the tracks dies
because at least one of Flipper and Reconnecter does what they do. Therefore, the disjunctive
fact that at least one track or path was causally efficacious is the cause of the outcome. More-
over, if only one of Flipper’s and Reconnecter’s events would occur, their disjunction would be
causally inefficacious, but the single occuring event would be causally efficacious. We identify
here two necessary conditions under which there are disjunctive causes: (i) there are more than
one potentially efficacious and actually occuring events on different paths (“two tracks”), and
(ii) there is an event that switches the paths without being, intuitively, a cause of the outcome
(“flipping the switch”).

Let us consider Sartorio’s Switch using the variables of our causal model. In her switching
scenario, Sartorio maintains that 7' =1V R = 1 is an actual cause of D = 1. The disjunction
means that D = 1 because at least one of F' =1 and R = 1. On closer inspection, using our
identified necessary conditions for disjunctive causes, Sartorio’s disjunction means: the actual
case F'=1and R = 1 results in D = 1 and the counterfactual case F' =1 and R = 0 results in
D =1 and the counterfactual case F' = 0 and R = 1 results in D = 1. There are two reasons:
(a) if F =1 alone were not sufficient to result in D = 1, the disjunction F =1V R = 1 would
not be the actual cause. (Mutatis mutandis for R = 1.) (b) Both of ' = 1 and R = 1 need
actually to be the case. In such a case, if one or the other is sufficient for the effect and both
occur, then Sartorio judges the disjunction of both to be the cause. In this sense, Sartorio
understands the disjunction F' =1V R = 1 as a summary of two actually occuring events F' = 1
and R = 1, whose actual co-occurrence robs them of their individual causal efficacy, and which
would, individually, be actual causes.

Halpern and Pearl [2]’s causal model semantics does not allow to evaluate the conditional
[F =1V R=1]D = 1. The reason is that they do not allow for disjunctions in the antecedent,
and so the submodel Mp_qyg—1 is undefined. Moreover, the structural equation for D of
Sartorio’s Switch does apply to values of F' and R, but it does not apply to a disjunction such
as FF =1V R = 1. Hence, the value for D is not determined by the disjunction. Next, we
propose a conservative extension of Halpern and Pearl’s causal model semantics that allows us
to evaluate antecedents that are disjunctive in Sartorio’s sense.

3.1 Evaluating Disjunctive Antecedents

As we have just observed, Sartorio’s disjunctive causes of the form A = a V B = b require that
A = aA B = b actually obtain, and if one of A = a or B = b would obtain but not the other, the
effect would still follow. We implement now this logic governing Sartorio’s disjunctive causes
by extending Halpern and Pearl [2]’s framework of causal models.

The idea behind evaluating a conditional with disjunctive antecedent is to check whether
the consequent is true in each disjunctive situation of the antecedent. We say that a Sartorio
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disjunction A = aV B = b is satisfied if three possible situations are satisfied: (i) A =aAB =1,
(ii) A =aAB = —b, and (iii) A = —aAB = b. We refer to (i)-(iii) as the disjunctive situations or
possibilities of the formula A = a A B = b. Intuitively, each disjunctive situation corresponds to
one intervention that sets the values for a non-disjunctive formula. The result is one submodel
per disjunctive situation. The antecedent [A = a V B = b], for example, does not correspond
to a unique intervention, but rather to three interventions. Each of the interventions results in
exactly one submodel. The intervention (i), for instance, results in the submodel Ms—q p=p,
in which A and B take the same values than in the actual contextualized model (M, @) given
A =aV B =bis an actual disjunctive cause in Sartorio’s sense.

To evaluate a conditional with disjunctive antecedent does — according to the outlined idea
— not require to modify Halpern and Pearl [2, pp. 849-852]’s notion of a submodel. Rather,
the evaluation requires to look at (possibly) more than one submodel, namely at exactly one
submodel for each disjunctive situation. In general, we write ¢;, where (1 < i < n), for the
formula that expresses the i-th disjunctive situation of the formula ¢ (that contains only finitely
many primitive events).*

For clarity, we define an extended causal language.

Definition 5. Extended Causal Language £
The extended causal language £ conains

e the two propositional constants T and 1,

e a finite number of random variables X = X1, ..., X, associated with finite ranges
R(X1), ..., R(Xpn),

e the Boolean connectives A, V, - and the operator [], and
o left and right parentheses.
A formula ¢ of L is well-formed iff ¢ has the form
e X =g for x € R(X) (primitive event);
o if ¢,¢ € L, then —¢, ¢ Np, ¢ V1p € L (Boolean combinations of primitive events);
e if [] does not occur in ¢,v € L, then [¢]y) € L (causal conditionals).

For the extended causal language, we define a valuation function. Recall that (M, @) =
X = z is shorthand for X = z is the solution to all of the structural equations in the recursive
model M given context .

Definition 6. Valuation Function

A valuation function vz ) (abbreviated as v) is associated with any arbitrary model M and
any arbitrary vector @. v(psq) : £ — {1,0} assigns either 1 or 0 to all formulas of the extended
causal language L:

1L, if (M, @) = X ==

0, otherwise

(a) v(X =x) —{

4Note that the number i of ¢; depends on the number d of disjunctions occurring in ¢. In general, i < 24+1_1,
i. e. there are at most 241 — 1 disjunctive situations of ¢. When the disjuncts are mutually exclusive, there are
less disjunctive situations, because some are impossible. Take for example F' = 1V F = 0 for the binary variable
F. Here, there are only two disjunctive situations, because F' = 1 A F' = 0 is impossible. For, if v(FF =1) =1
then v(F = 0) =0 and if v(F = 0) = 1 then v(F =1) =0.
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(b) v(=¢) = 1iff v(¢) =0
(c) v(pAy)=1iff v(¢p) =1 and v(y)) =1
(d) v(6V ) = 1iff v(6) = 1 or v() = 1

1, if v(¢¥) = 1 in each (My,, )
0, otherwise

(e) v([gly) = {

, where M, is a submodel of M such that (M, ) = [¢;]¢, and ¢; is a non-disjunctive
formula expressing one disjunctive possibility of ¢.

Clause (c) of the valuation function entails that X; = 21, .., X,, = z,, is the setting of the
variables in the contextualized model (M, @) iff X1 = 21 A ... A X, = x5, is true in (M, ).
Hence, a vector of primitive events X =1z corresponds to a conjunction of those primitive
events A X; = x; for 1 <i<n.

Let us now evaluate a conditional with disjunctive antecedent in the causal model of Sar-
torio’s Switch. We check whether or not (M,t =1) = [F =1V R =1]FB = 1. Let ¢y, ¢2, ¢3
express the disjunctive situations of FF = 1V R = 1. According to clause (e), we need to
check whether v(D = 1) = 1 in each (My,,t = 1) for ¢ = 3. Figure 2 depicts the causal
network of the submodel My, for the disjunctive situation ¢;. My, and My, look the same for
po=(F=1)A(R=0)and ¢p3=(F=0)A(R=1).

N/

Figure 2: The causal network of My, for ¢1 = (F =1) A (R=1).

As D = maz{F,R} remains unchanged in each (My,,t = 1), we obtain for the three
submodels:

() (M t=1)F D=1
(ll) <M¢27t:1>):D:1
(iil) <M¢37t: HED=1

Hence, v(D = 1) = 1 in each (My,,t = 1), and thus the model M satisfies the conditional
[F=1VR=1]D =1 in context t = 1.
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3.2 A Refinement of Halpern and Pearl’s Definition of Actual Cau-
sation

Now that we can evaluate disjunctive antecedents in extended causal models, we propose a
refinement or amendment of Halpern and Pearl [2]’s definition of actual causation.

Let ¢y, = (X; = &) denote the i-th disjunct of the arbitrary Boolean combination 1 of
finitely many primitive events.

Definition 7. Actual Causation Refined
1 is an actual cause of ¢ in (M, @) iff the following three conditions hold:

ACIR. (M, i) = (Atby,) A ¢ for all i.

AC2R. There exists a partition (Z, W) of V with X; C Z and some setting (z/;,w’) of the
variables in (X;, W) such that if (M,@) = Z = z* for all Z € Z, then both of the
following conditions hold:

(a) (M, @) = [\X; = 2i, W = w]—¢ for all i.
(b) (M, @) = [V X; = &, W = w', Z' = z*]¢ for all subsets W’ of W and all subsets Z’
of Z, and for all 4.

AC3R. v is minimal; no subsets of the disjuncts ¥, = (X"Z = ;) satisfy conditions AC1R and
AC2R, and no disjunction of the form \/(X; = %) VY = §with Y C Z, Y N X; = 0 (for
all i) and Y # ¢ satisfies ACIR and AC2R.

ACIR requires that each disjunct of the actual cause i and its effect ¢ are true in the
actual contextualized model. Note that this is equivalent to the big conjunction of all disjuncts
¢v, and the effect ¢ being true in the actual contextualized model. (The need for the big
conjunction directly follows from Sartorio’s first condition necessary for disjunctive causes.)

AC2R requires that each disjunct ¢, = (X; = ;) of 1 satisfies AC2. That is: (a) setting
X; = @ (for any i) changes ¢ to —¢, if the variables W not on the active causal path(s) take
on certain values; (b) guarantees that the disjunction \/(X; = #;) alone is sufficient to change
¢ to =¢. Note that AC2R(b) is quite demanding: setting \/(X; = #;) results in a submodel for
each disjunctive situation of ¢, and under all of these submodels ¢ is satisfied.

AC3R extends the motivation behind AC3, which is to “prune inessential elements” from
the actual causes. The extension demands that if we have another actually occurring disjunct
that would alone be sufficient to result in the effect, we need to add it to the disjunctive cause.
Correspondingly, we obtain that a formula of the form (X = Z) A (Y = ¢) for X NY = 0 is
more specific and less minimal than X = &, which is in turn more specific and less minimal
than (X = #) vV (¥ = §). Assume this disjunction is an actual cause of some effect. Then the
disjunction strips the “overspecific detail” which specific disjunct is causally efficacious (both
arel) from the actual cause.

We show now that in (M,t = 1) the disjunction F =1V R =1 is an actual cause of D =1
according to our refined definition. ACIR is satisfied, as (M,t = 1) = (F = 1A R = 1) A ¢.
AC2R is satisfied as well. To see this, let Z = {F,R, D}, and thus W = 0. Clearly, F,;RC Z.
But then (a) (M,t =1) E [F =0AR=0]D = 0. Furthermore, (b) (M,t=1) E[F=1VR=
1]D =1, as we have seen in the previous section. Finally, AC3R is satisfied: no subsets of the
disjuncts F' =1 and R = 1 satisfy AC1R and AC2R; there exists no further disjunct satisfying
ACIR and AC2R, as Z \ {F, R} = {D} and D is the effect.
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According to our refined definition, F' = 1 does not qualify any more as an actual cause of
D = 1. (The same holds mutatis mutandis for R = 1.) The reason is AC3R: F' = 1 is not
minimal. Why? Because there is a disjunction F = 1V R = 1 with R C 2, RNF ={ and
(R=1) # (D =1) satisfying AC1R and AC2R. Hence, F' =1 is “inessential” for D =1 in the
sense that it is not required for D = 1 to obtain, as the actual event R = 1 alone would also be
sufficient for D = 1 to obtain.

4 Conclusion

We generalized Halpern and Pearl [2]’s causal model semantics to allow disjunctive causes of
the type found in Sartorio [4]’s Switch. These disjunctive causes have an actual part, i.e. both
disjuncts actually occur, and a counterfactual part, i. e. each disjunct would be sufficient for the
effect to occur. Based on the causal model semantics extended by disjunctive antecedents a
la Sartorio, we refined Halpern and Pearl’s definition of actual causation. Halpern and Pearl’s
original definition qualifies Flipper’s flipping the switch as an actual cause of the captivated
person’s death and does not allow for disjunctive causes. In contrast, our refined definition
disqualifies the individual disjuncts as actual causes but makes Sartorio’s disjunction “at least
one of Flipper flips the switch and Reconnecter reconnects” an actual cause of the person’s
death. Our refined definition, therefore, implements Sartorio [4, p. 530]’s observation that
“there is no general motivation for believing that, when (if) a disjunctive fact is a cause, at
least one of its disjuncts must also be a cause.”
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Abstract

The purpose of the present contribution is to explore the consequences of building
causal models out of programs, and to argue that doing so has advantages for the seman-
tics of subjunctive conditionals and of causal language. We establish basic results about
expressivity and give examples to show both the power of the framework and the ways in
which it differs from more familiar causal frameworks such as structural equation models.

1 DMotivation

The idea that we represent causal relationships with internal “simulation” models has a long and
distinguished history, arguably going back to Hume. Perhaps the most prominent contemporary
formalization of this idea involves causal Bayesian networks, which define generative models over
some fixed set of random variables. While Bayes nets are useful for many purposes, some authors
have advocated for a more general formalism, known as structural equation models (SEMs),
which explicitly encode functional dependencies among variables and relegate all randomness
to so called exogenous variables [12]. Unencumbered by the demand for a non-circular account
of causal claims, a number of recent researchers in philosophy, linguistics, and psychology
have proposed analyzing the semantics of subjunctive conditionals and other ostensibly causal
language by appeal to such causal models [16, 9, 14, 17], in place of the once dominant but
more abstract “system-of-spheres” models founded on world-similarity-orderings [10].

SEMs come with a number of advantages. By making causal information explicit, they
support a precise notion of intervention, which grounds hypothetical and counterfactual claims.
They can also be applied to a wider array of phenomena than standard Bayes nets, e.g., by
allowing certain kinds of cyclic dependencies among variables, which is purportedly important
for semantics [5, 14]. Despite these and other attractions, there is a sense in which SEMs depart
from the original idea of a simulation model. A prediction in this framework, counterfactual or
otherwise, is determined by a solution to a (generally unordered) system of equations, in line
with the kinds of models found in physics, economics, and engineering disciplines. But in general
structural equations do not simulate; they describe. While this declarative emphasis may be
quite appropriate for many purposes, it is desirable to have a similarly expressive framework
that retains the procedural character of a simulation model.

A number of authors in artificial intelligence, and more recently in cognitive science, have
proposed an idea very much in this vein, to define simulation models using arbitrary programs
in some rich programming language [13, 11, 4, 3, 1]. Much of the emphasis in this literature is
on defining complex probability models with efficient inference procedures. But some authors
have also highlighted the fact that these simulation models, just like Bayes nets, may embody
causal structure. Despite this important work, a precise analysis of programs as causal models
has not been given. The purpose of the present contribution is to establish some of the basic
definitions and results, and to motivate the idea for semantics of natural language. Rather than

*Thanks to Noah Goodman, Duligur Ibeling, Dan Lassiter, and Krzysztof Mierzewski for helpful discussions.
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offer a specific compositional analysis of counterfactuals or causal claims, the aim is to establish
the framework with sufficient precision so that any semantic analysis that invokes a notion of
“intervention on a simulation model” can be seamlessly accommodated.

As programs themselves have a causal structure, we can use this very structure as a “semi-
iconic” causal representation and, as we shall see, as a representation of other non-causal
dependence relations as well. The resulting framework provides an attractive setting for a quite
general theory of subjunctive conditionals. Highlighted are two especially notable features.

The first is that the framework affords a simple and intelligible way of capturing quantifica-
tional and more generally “open-world” reasoning [13, 11], whereby counterfactual suppositions
alter which (and even how many) individuals (or other variables) are being considered. The
following example is inspired by one from Kaufmann [9, 1164]:

Example 1. Imagine a number of students have shown up to take an exam, and that students
typically forget to bring their own pencils. Suppose we say that a student is prepared for the
exam just in case either they brought their own pencil, or there are enough pencils for everyone
who needs one. (If there are too few, out of fairness no one will be given one.) Upon learning
that (1) is true of the situation, does it follows that the counterfactual in (2) is also true?

(1) All of the students are prepared for the exam.

(2) If there had been another five students, they would all be prepared.

This depends on further causal facts: either (1) is true because there is some mechanism in
place guaranteeing as many pencils as students, in which case (2) is definitely true; or (1) just
happens to be true, in which case (2) could well be false. We would like to model both of these
cases, and even the inference about which is more likely—and thus how likely (2) is overall—
without having to make specific upfront assumptions about how many students there could be.

A second notable feature is that the move from declarative to procedural emphasis has
important logical ramifications, already for propositional logic of counterfactuals.

Example 2. If Alf were ever in trouble, the neighbors Bea and Cam would both like to help.
But neither wants to help if the other is already helping. Imagine the following scenario: upon
finding out that Alf is in trouble, each looks to see if the other is already there to help. If not,
then each begins to prepare to help, eventually making their way to Alf but never stopping
again to see if the other is doing the same. If instead, e.g., Cam initially sees Bea already going
to help, Cam will not go. One might then argue that (3) and (4) are both intuitively true:

(3) If Alf were in trouble, Bea and Cam would both go to help.

(4) If Alf were in trouble and Bea were going to help, Cam would not go to help.

No existing semantic account of counterfactuals—including both world-ordering models and
SEMs—can accommodate this pair of judgments, as A 0— (B A C) implies (A A B) o> C.
The only way to make (3) and (4) both true is to insist that the temporal information be
made explicit (evidently unlike typical examples modeled with SEMs [5, 12]). In contrast, by
suppressing temporal information in a way that mirrors the surface forms of (3) and (4), it will
be easy to find an intuitive simulation making A - (B A C) true, but (A A B) o> C false.

In what follows we first present the definition of intervention for deterministic programs
using Turing machines for concrete illustration, and establish some basic facts about expres-
sivity. We then expand the framework to probabilistic programs so as to handle probabilistic
counterfactuals. We consider a number of examples, including Examples 1 and 2, throughout.
We also discuss logical and other foundational issues along the way.
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2 Intervening on Programs

In thinking of a program as defining a simulation model, we are imagining that there are some
variables that initially have some values (the “input”) and the program proceeds along, changing
these values until it halts, at which point the combination of variable values is construed as the
“output” of the simulation. Let us assume programs are Turing machines and that we have
a dedicated tape and a fixed interpretation of the tape as a representation of the joint state
of infinitely many natural-number-valued variables {X, }nen.! A state description is a set of
values x = {x, }nen for all the variables, only finitely many of which may be non-zero; and a
partial state description will be any set {z; };cr, for I C N. A program can thus be conceived as
a (partial) transformation of state descriptions. Let us write ¢¥(X;) for the value X; takes on
when running machine T on input x, provided T halts (it is undefined otherwise). If we want
to consider programs with no (equivalently constantly-0) input, we simply write o7(X;).

Of course, the interest in programs as simulation models is not just that they transform
inputs to outputs, but that there can be rich dynamics in the course of this transformation.
Indeed, a program embodies counterfactual information about what would happen were we to
hold fixed the values of some of the variables throughout the computation.

Definition 1 (Intervention). An intervention Z is a computable function that takes (the code
of) a program T and produces (code for) a new program Z(T) by selecting a partial state
description, {x;};c; with I C N computable, and holding fixed the values of {X;}icr to {z;}ier
in the computation that T performs. Specifically, Z does the following:

1. Add instructions to the beginning to set the finitely many non-0 variables to their values.

2. Before every instruction a add a routine that checks whether the current cell belongs to
a variable X; with ¢ € I. If ¢ ¢ I, keep « just as before. If i € I, enter a new state for
which there is an instruction just like «, except that the value of the cell is not changed.

Intervening on SEMs involves setting a variable to a given value and then asking what
solutions to the equations exist. The intuition here is rather different: intervention on a program
involves setting a variable to a given value and letting that manipulation have an effect on the
dynamics of the program (i.e., the “simulation”). For a very simple illustration let us return to
Example 2. In this example we will help ourselves to “pseudo-code” using if. . .then statements
and setting variables to values (writing X := n for a number n, or X := Y for the current
value of variable Y'), knowing that we can easily transform all of this into Turing machine code.

Example 3. Let us formalize relevant parts of Example 2 with five binary variables:

B: Bea goes to help D: Bea intends to help A: Alf is in trouble

C: Cam goes to help FE: Cam intends to help

Then consider the following simple program:

if A=1and C = 0 then D := 1
if A=1and B =0 then F := 1
B :=D
C := F

I'Where 7 is a computable pairing function and V = (V;,),en is the infinite vector of values on the value
tape, let us assume X; is represented in unary by the infinite sublist V(9 = (V,,(i,l)V,rUg)Vﬂ(i,?,) o). We
furthermore assume that programs are written in a normal form so that the value of each X; is always encoded
as a contiguous sequence of 1’s followed by the infinite constantly-0 string.
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Suppose that in our default initial state all variables are set to 0. It is easy to check that
intervening to set A = 1 would result in B = C' = 1. However, if we intervene toset A =B =1,
then the program would halt with C' = 0.

2.1 The Logic of Counterfactual Simulation

One of the main principles in axiomatizations of SEMs is what Pearl calls composition [12, 5]
(also known as Cautious Monotonicity in the literature on non-monotonic logic):

(A BAA®C)= (AANB)o> C

The declarative character of SEMs, whereby counterfactuals concern finding solutions of equa-
tions, establishes this principle as clearly valid: if any solution setting A to 1 would have both
B and C set to 1, then any solution that sets A and B to 1 would have C set to 1.

By contrast, on a straightforward construal of what ‘0—’ means for programs—intervene
to make the antecedent true and see whether the program halts with the consequent true—
the composition axiom, while satisfiable, is not valid, as shown by Example 3. At the risk of
belaboring the point, the procedural interpretation invokes a very different intuition from the
declarative: even though setting A = 1 eventually leads to B = 1 and C' = 1, holding B = 1
fixed throughout the computation may disrupt the sequence of steps that leads to C' = 1.

It is possible to give a complete axiomatization of counterfactuals in this setting [6], show-
ing that the logic fails to include several of the validities shared by logics of SEMs and logics
interpreted over systems-of-spheres. In a sense, at least concerning the question of which com-
binations of counterfactual statements can be given a consistent interpretation, the procedural
simulation-based perspective can thus be thought of as more general than the declarative SEM
approach. For reasons of space, we leave a fuller treatment of these logical issues, and the
interpretive questions they raise, for another occasion [6].

2.2 Defining Causal Graphs

The program in Example 3 clearly reveals an underlying causal structure, which is what supports
specific patterns of counterfactuals. Which causal structures can arise from programs? We make
this question precise by borrowing a concept from the philosophical literature on causation [18].

Definition 2. Let program T be given. We say that X is a direct cause of X, written X; — Xj,
just in case there are two interventions Z; and Z that hold every variable fixed except for Xj,
which differ only in the values assigned to X;, and for which oz, (1)(X;) # oz, (1)(X;)-

In other words, X; — X if X; directly influences X; in at least some possible context.

Example 4. Returning to Example 3 it is easy to see that the causal graph defined by this

program is as follows:
B ﬁ
i A
pe_

Note that A does not directly influence B and C, but only via D and E, respectively. Note
also that the graph is cyclic, viz. the path B - F —- C — D — B.

Q&

While in many cases it will be easy to determine the causal graph of a program, the problem
in general is unsurprisingly undecidable.
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Proposition 1. The problem of determining whether X; — X is (merely) semi-decidable.

Proof Sketch. That it is semi-decidable is clear: simply dovetail search through all possible
pairs of interventions. If there is a pair that results in different values for X; we will find it.
To see that the problem is not decidable, we reduce it to the problem of determining whether
a machine computes a constant function. For any number n consider the Turing machine T|[n]
that runs the nth machine T, on input X; and then writes the result of the computation (if it
halts) to Xo. We clearly have X; — X» if and only if T,, does not compute a constant function.
As the mapping n — T|[n| is computable, determining X; — X5 cannot be in general. O

Say that a graph ({ X, }nen, —) is computably enumerable (c.e.) if the set {(z,7) : X; — X}
is computably enumerable. It turns out that programs give us all possible c.e. graphs.

Proposition 2. Every c.e. graph is the causal graph for some program.

Proof Sketch. Suppose A is a c.e. set. We describe a program for which X; — X exactly when
(i,4) € A. Our program begins by searching to find the first variables with non-zero values
(never halting if none is found). Suppose these variables are X; and X; with i < j.

If X; =1, then we begin enumerating A until we find the pair (j,4) (again, never halting if
we never find it). Once found, we write the contents of X; to X; and halt. If X; > 1, then we
search for the pair (i, j) in A. Once found, we write the contents of X; to X; and halt.

Clearly, if (n,m) € A, then we can find a configuration that witnesses the fact that X,, —
Xpm. We simply set X,, to either 2 or 3, and X,,, to 1 (keeping all others at 0); clearly X,,
will depend on X,, no matter whether n < m or m < n. If (n,m) ¢ A, then no configuration
holding everything but X,, fixed will allow the value of X,, to vary. O

3 Probabilistic Computation and Counterfactuals

To handle causality and counterfactuals in a probabilistic setting we move to stochastic simula-
tions, which we formalize using probabilistic Turing machines. In addition to the variable tape
encoding { X, }nen we add a random bit tape with values R = (R;);en, each bit R; intuitively
representing the result of a fair coin flip.? This random source plays a similar role to exogenous
variables in SEMs, but in the present context it induces random behavior in our machine: differ-
ent sequences appearing on the random bit tape may lead to different computations performed
by the Turing machine. With T a probabilistic machine, r € {0,1}* a finite binary sequence,
and Y a sequence of variables from {X,}nen, let us write ¢ (Y) for the sequence y of values
that variables Y take on provided T has halted after accessing exactly the random bits of .
Then, as each random bit has probability 2-! and any sequence r has probability 271" we can
express the probability that machine T halts with values Y = y as follows:

Pr(Y=y) = > 27

et (Y)=y

Because machines may have positive probability of not halting at all, the sum over all outputs
y may be less than 1. In this sense Pr will be a semi-measure. Some authors have suggested
limiting attention to machines that almost-surely (with probability 1) halt. It is argued in [7]
that this is unnecessarily restrictive, in part because of natural examples like the following.

2More formally, the distribution on infinite binary strings is given by the Borel probability space ({0, 1}*,P),
where P is the infinite product of Bernoulli(1/2) measures. See, e.g., [3].

3Thus, »1(Y) is undefined if T either reads only an initial segment of r or moves beyond r on the random bit
tape. Note that given a particular random bit sequence R, the operation of the machine is fully deterministic.
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Example 5. Imagine a race between a tortoise and a hare. We have variables Ty, 11,75, . ..
for the position of the tortoise at each time step, and variables Hy, H1, Ha, ... similarly for
the hare. Where F1ip(1/4) is a procedure that returns 1 with probability 1/4 and Unif (1,7)
returns a number between 1 and 7 uniformly, we might imagine a simulation like this:

To := 1; Hy := 0
while (Hy < Tp)
Tiy1 =Ty +1; Hyyy = Hy
if Flip(1/4) then H;y, := H; + Unif(1,7)

Whereas this program would almost-surely halt, any small change to the program (e.g., incre-
menting the tortoise’s pace by €) would lead to positive probability of the hare never catching
up, even though the two programs may be practically indistinguishable [7].

From a theoretical point of view, we can characterize exactly which semi-measures P(Y)
can be defined by a probabilistic Turing machine. We say P(Y) is enumerable if for each y the
probability P(Y = y) can be computably approximated by an increasing sequence of rationals.

Proposition 3 ([7]). For every probabilistic Turing machine T, Pr(Y) is an enumerable semi-
measure; moreover, every enumerable semi-measure is Pr(Y) for some T.

To capture the causal structure of a probabilistic program we can use the very same definition
of intervention (Def. 1). In Example 5, for instance, while Pr(Hy > Tb) ~ .36, under an
intervention Z that sets Hy to 1 we would have PI(T>(H2 > Ty) ~ .21. We can also carry over
our definition of direct cause (Def. 2) with only slight modification.

Definition 3. Given probabilistic program T, we say X; — X, just in case there are two
interventions Z; and Z, that hold every variable fixed except for X;, which differ only in the
values assigned to X, and for which Pz, (my(X;) # Pz, (Xj).

That is, holding everything but X fixed, changing X; effects a change in probability of X;.
Example 6. The causal structure of the program in Example 5 consists of two infinite chains:
Top—> T —> T —> T3 —> -

H0—>H1—>H2—>H3—>---

As one would expect, the computability and universality results, Props. 1 and 2, apply
without change for these probabilistic analogues: we still obtain exactly the c.e. causal graphs.

3.1 Conditioning

Central to the probabilistic setting is the operation of conditioning a distribution, which in this
context amounts to restricting attention to those runs of the simulation model that eventuate in
a particular outcome. Specifically, we can define a (universal) machine COND that takes (codes
of) two machines T and F as arguments and (provided F almost-surely halts and returns 1
with positive probability) defines a new simulation model COND(T, F) that correctly represents
the conditioned semi-measure. For example, if F is a program that checks whether variables Z
would have values z, then Peconp(t,r)(Y) = Pr(Y | Z = z), where the latter is defined by the
usual ratio formula. This shows that the enumerable semi-measures, or equivalently (by Prop.
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3) the machine-definable distributions, are closed under computable conditioning. (See [3] for
details on COND and [7] for the general setting of enumerable semi-measures.)

As with other graphical models, conditioning on a “causally upstream” variable is the same
as intervening on that variable. For instance, we have Pr(Hy > Ty | Hy = 1) = Pr1)(Hz2 > T)
in Example 5. The interest comes in combining observations with interventions. Indeed, for
Pearl the essence of a counterfactual A O0— B is captured by a three-step procedure [12, 206]:

1. Abduction: Update the model with any relevant observations.
2. Action: Modify the model by intervening to make A true.
3. Prediction: Use the modified model to compute the probability of B.

Enabling this combination of operations is in fact a major consideration favoring SEMs over
Bayes nets, according to Pearl [12, §1.4]. If we like, we can perform the same combination of
operations over probabilistic programs.

Example 7. Continuing with Example 5, suppose we observed a run like this:
To=1 Hy=0 Ti=2 Hi=1 Tp,=3 Hy=1 Ty3=4 Hy=4

Given the actual trajectory, the hare caught up by time 3 and the simulation terminated.
But we could ask, given what happened, if (counter to the facts) the hare had not jumped
forward at time 1, would the hare still have caught up by time 37 Where F is a program that
verifies the observations above, we first condition T on F to obtain a new program COND(T, F).
This effectively fixes the first six random choices to ensure that the program (without any
interventions) would produce these very observations. However, when we then intervene to set
H; to 0, running the manipulated program forward results in Hy = 0 and Hz = 3, which means
the hare has not caught up and the program would not have halted by time 3.

Given the same observations, and under the same counterfactual supposition, we can also
ask what would be the probability of the hare catching up by time 4. If 7 is the intervention
setting Hy = 0, this is given by Prconp(t,F))(H4 > T4), which happens to be 3/14.

3.2 A Note on D-separation and Conditional Independence

Much of the interest in graphical structures in the literature on probability stems from the
possibility of reading off (conditional) independence facts from simple graphical properties. For
Bayes nets and SEMs, the critical concept is that of d-separation. Roughly speaking, variables
Z d-separate X from Y if every possible path of information flow from Y to X is blocked by
some variable in Z.* This guarantees that, conditional on Z, X is independent of Y; that is,
P(X|Z)=P(X|Y,Z) (see, e.g., [12]).

How does this look for causal graphs defined by programs? Fixing program T, let us say
that X; depends on the nth random bit, written R,, — X;, just in case there is an intervention
7 and sequences 71 and 7o that differ only at the nth place, such that c,o?ﬁ)(Xi) #* gog"(T) (Xi)-
Evidently, if R,, =+ X; and R,, — X this may induce a dependence between them even when
X, and X, are d-separated in the context of graph ({X,}nen, —)-

If we want d-separation to guarantee (conditional) independence, we have two obvious
choices. One is to include {R,,},en as variables in the graph alongside {X,, }nen and expand

4Specifically, for every path from Y to X there must be three variables U, V, W along the path such that
either (1) U -V - WorU <« V - W,and V €Z, or (2) U — V < W and no descendent of V is in Z.
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the edge relation — accordingly. The other is to insist that we only write programs in such
a way that no random bit is a direct cause of two different variables. A similar stipulation is
often made in the context of SEMs [12, §1.4]. It is clear that Prop. 2 would not be affected
by such a requirement (since that did not require use of the random source at all), but it is
perhaps an interesting question whether the universality result in Prop. 3 would still hold. At
any rate, either of these stipulations allows for essentially the same argument as for Bayes nets
or for SEMs to show conditional independence.

4 Open-World Reasoning

A hallmark of ordinary reasoning in natural language is our ability to deal with situations at a
level of abstraction that does not depend on knowing which, or how many, individuals pertain
to a given situation. There is no claim that this kind of reasoning is impossible to formalize in
other frameworks; the point to emphasize is rather that this kind of reasoning is very natural
for simulations built using familiar programming tools such as recursion [13, 11, 4]. In this
section we return to consider how one might model the situation described in Example 1.
Suppose we have the following variables, with their intended meanings:

N: number of students S1,82,...8;...: student ¢ brought their

own pencil

M: a mechanism is in place to guarantee .
Ay, As, ... A;...: student ¢ is prepared

the same number of pencils as students

C: number of extra pencils E: There are enough pencils

Let us assume M and E take on values 0 (false) and 1 (true), while variables S; and A,
take on three values: 0 (“undefined”), 1 (false), and 2 (true). Intuitively A; should be defined
exactly when S; is, and that should happen only when there actually is an ith student.

In the following program T we assume that four routines for generating numbers randomly
are given: Dy, Dy, De, and Dg. These can be thought of as defining the “prior” generating
procedures for the relevant variables; the precise details will not matter for this example.

M := Dy; N := Dy

C := if M then N else D¢

for ¢ from 1 to N: S; := Dg

E :=C>{i: S5 = 1}

for i from 1 to N: A; := max(S;,FE+1)

The causal graph for T would then look like this:
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What does it mean to say that all of the students are prepared (as in (1) from Example
1)? It simply means that none of the variables A; have value 1, a statement that can be easily
checked. Suppose that we know M = 1—that there are definitely enough pencils for everyone—
and we learn that everyone is prepared. (In fact, the latter is already guaranteed by M = 1.)
Conditioning our model with a program F; that represents these two observations, it is easily
seen that the counterfactual in (2), “If there had been another five students, they would all be
prepared,” has probability 1 according to the program COND(T,Fy).

Suppose on the other hand that we knew M = 0. Suppose also that D¢ typically produces
small numbers relative to D y—meaning that there are normally many more students than extra
pencils—and that Dg is such that students almost never bring their own pencils. In such a case
learning (1) would be quite surprising. We would moreover expect that there just happened to
be enough pencils, but had there been any more students there would not have been enough.
Thus, given the conditioned program COND(T, F3) and where Z is the intervention setting N
to N + 5, the statement, “All of the students are prepared,” has low probability according to
Z(COND(T, F2)). That is, according to COND(T, Fs), the counterfactual (2) has low probability.

What if we did not know anything about M at all, but merely learned (1). Let F3 represent
observation of (1). As (1) is fully expected when M is true, but quite surprising when M is false,
ordinary Bayesian reasoning shows that COND(T, F3) will now assign M higher probability: in
effect, M will now be drawn from a distribution D), that puts more weight on 1 than Dy;. The
probability of (2) will be intermediate between 1 (the prediction if M = 1) and the prediction
when M = 0, with the precise weighting depending on D), as it intuitively should be.

Two features of this example should be highlighted. The first is, once again, reasoning
about this situation does not require making any fixed assumption about which individuals are
present. The second is that, though we depict all dependence relations with the same arrow
—, the program T embodies some rather different relationships among variables. For instance,
M does not “cause” C'in any ordinary sense, but rather modulates whether C' depends on V.
Similarly, N determines S; just in the sense that it determines whether there is a student ¢ at
all; intuitively, N modulates whether the variable S; is a relevant part of the current simulation.
(Note that we could have made N depend on all of the S;’s.) Philosophers have recognized deep
similarities between causal and other kinds of dependence [15]. Because — is defined simply by
reference to the causal structure of the program, we have blurred all such distinctions.

5 Conclusion

The objective of this paper has been to clarify some of what it might mean to use programs
to define causal models, and to ground causal and counterfactual language. In many cases—
evidently including most examples considered in recent work in semantics that invoke causal
models—the difference between the present framework and more familiar frameworks, such
as suitably general classes of SEMs, will not matter. Nonetheless, we have highlighted some
important differences, some of which surface already at the level of basic logical validities.

There is certainly no claim that the present framework captures causality better than other
frameworks. For understanding causal explanation in science, for example, SEMs may often be
more useful (see, e.g., [18]). At the same time, for understanding ordinary causal judgments—
which have their own distinctive character, cf. [2]—one might argue that the role of simulation
is fundamental [4, 3, 1]. Insofar as this is true, we would expect it to be reflected in how people
speak about causation as well. At least two points are worth mentioning on this theme.

First, as just mentioned, the framework blurs the distinction between causal and non-causal
counterfactuals. While the empirical literature clearly shows that people discriminate causation

Proceedings of the 21°° Amsterdam Colloquium

43



From Programs to Causal Models Thomas Icard

from statistical association, it is less obvious that there is any fundamental cognitive distinction
between causal and, say, logical dependence (or, relatedly, explanation). Within the framework
explored here, causal counterfactuals (“If the vase had dropped, it would have broken”) can be
treated in the very same way as non-causal counterfactuals (“If the vase had been turquoise, then
it would have been blue”), which is especially convenient when we need to treat counterfactuals
that combine causal and other kinds of dependence (such as sentence (2) from Example 1).

Second, the general framework fits in nicely with a view according to which people select and
evaluate counterfactuals stochastically, over richly structured representations, in such a way that
the relevant simulation probabilities reflect psychological biases (availability, anchoring, etc.)
that can have little to do with “objective” statistics of a situation. This allows incorporating
well known psychological effects right into the analysis of conditionals and causal language.
As an example, it is often observed that moral considerations affect the way people construct
counterfactual scenarios, and, presumably associated with this, their judgments of actual cause
(“what caused what”). For instance, the very same act can be judged as more or less causal
depending on how people judge its moral status. Recently proposed explanations of these and
related phenomena fit very harmoniously with the framework explored here [8].
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Abstract

Ciardelli, Zhang, & Champollion [5] point out an empirical problem for theories of counter-
factuals based on maximal similarity or minimal revision involving negated conjunctions
in the antecedent. They also show that disjunctions and negated conjunctions behave dif-
ferently in counterfactual antecedents, and propose an attractive solution that combines
Inquisitive Semantics [4] with a theory of counterfactuals based on interventions on causal
models [20]. This paper describes several incorrect empirical predictions of the resulting
account, which point to a very general issue for interventionist theories: frequently the
antecedent does not give us enough information to choose a unique intervention. The
problem applies also to indefinites and to the negation of any non-binary variable. I argue
that, when there are multiple ways of instantiating a counterfactual antecedent, we prefer
scenarios that are more likely given general probabilistic causal knowledge. A theory is
proposed which implements this idea while preserving [5]’s key contributions.

If T were not a physicist, I would probably be a musician. I often think
in music. I live my daydreams in music. I see my life in terms of music.
— Albert Einstein

1 Introduction

Interventionist theories of counterfactuals have been prominent in recent years in computer
science, philosophy of science, statistics, psychology, and many other fields. While many have
contributed to this enterprise, Pearl’s Causality [20] is the most influential document by far.
Pearl proposes that counterfactual reasoning proceeds by mutating a model of the causal struc-
ture of the world to render the antecedent true, and then considering what follows by causal
laws. Semanticists and philosophers of language have begun to explore this approach as well
(e.g., [, 9, 10, 11, 21, 22]). While very attractive, the interventionist semantics is not as well-
developed for linguistic purposes as theories based on similarity [15] or premise sets [12, 24].
Most critical, perhaps, is the need to deal seriously with the problem of complex antecedents.
If Einstein had said If I were a musician ..., the necessary intervention would be fairly clear:
we mutate the causal model to make Einstein a musician, and observe what the effects of this
change are. But the interventionist semantics does not tell us what to do with his daydream If
I were not a physicist .... The problem is just that there are too many alternative professions.
When we mutate the causal model so that Einstein is not a physicist, should we make him a
barber? an electrician? a musician? unemployed? How can we choose among this bewildering
variety of options? Worse, what are we to make of the probably in the consequent—if we want
FEinstein’s claim to come out true, do we somehow intervene non-determistically, making him

*Many thanks to Lucas Champollion and Thomas Icard for numerous conversations which helped me to get
clearer on these issues. Thanks also to Ivano Ciardelli and audiences at UC Davis Language Sciences and the
New York Philosophy of Language Workshop.
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a musician most of the time but sometimes something else? Pearl’s semantics is silent on
these questions. Failure to treat complex antecedents imposes severe limits on the linguistic
generality of the inteventionist approach. These restrictions may well be unproblematic for
some modeling purposes, but they are not acceptable if the interventionist semantics is to be
linguistically respectable—and to vie with accounts based on similarity or premise sets.

In a recent paper Ciardelli, Zhang, & Champollion [5]—henceforth “CZC”—make a num-
ber of important contributions to this problem. First, they show experimentally that negated
conjunctions in the antecedent do not behave as expected under maximal similarity /minimal
revision theories (see also [2]). Second, they demonstrate the value of the interventionist se-
mantics by providing a natural extension of Pearl’s semantics to complex Boolean antecedents
that makes better predictions for the negated-conjunction examples. Third, they show that
disjunctions and classically equivalent negated conjunctions behave differently, thus motivating
the use of Inquisitive Semantics, in which only disjunctions are inquisitive.

However, the proposal also has certain limitations. It makes incorrect predictions about
certain counterfactuals with disjunctive and negated antecedents, including some negated con-
junctions. In addition, the obvious extension of CZC’s propositional semantics to negated
indefinites and universals makes strikingly incorrect predictions in some cases.

I will suggest a fix that maintains the core of CZC’s proposal, but makes use of a more
elaborate way of choosing interventions on the basis of the material in the antecedent. Instead
of requiring (in effect) that every way of intervening to render the antecedent true also makes
the consequent true, we choose interventions probabilistically, by reasoning about how the
antecedent could have come about given the information encoded in the causal model.

2 Non-classical disjunction and causal counterfactuals

CZC experimentally demonstrate a failure of intersubstitutability of classically equivalent
propositions in counterfactual antecedents. Consider the scenario Two Switches: binary
switches A and B are configured so that a light is on (L) iff both are in the same position
(AN B or -AA—-B). Right now both are up, and the light is on (AA B A L).

(1) a. If switch A or switch B were not up, the light would be off. [~AV B > —L]
b. If switch A and switch B were not both up, the light would be off. [~(AAB) > —L]

Most experimental participants who saw (la) judged it true, but most who saw (1b) judged it
false or indeterminate. This is despite the fact that (1a) and (1b) are classically equivalent.
CZC account for these examples in two steps. First, they adopt Inquisitive Semantics [4],
in which disjunctions are inquisitive but negated conjunctions are not. As [3] describes in
detail, Inquisitive Semantics predicts that the default reading for conditionals with disjunctive
antecedents will validate “Simplification of Disjunctive Antecedents” (SDA) ([16, 19], etc.; see
[1] for a similar Alternative Semantics theory). SDA is the entailment from If ¢ or 1, then x to
If ¢, then x, and if ¢, then x. This is enough to account for the preference for “true” in (1a).
Since negated conjunctions are not inquisitive in Inquisitive Semantics, we do not expect
SDA in (1b). However, the example is still problematic: if theories of counterfactuals based
on minimal revision or maximal similarity were to simply go Inquisitive, they would continue
to make incorrect predictions for (1b). The fact that most participants judged (1b) false or
indeterminate indicates that, when reasoning about the counterfactual supposition that A and
B are not both up [-(A4 A B)], they consider the possibility that the reason that they are not
both up is that both are down [-A A —B]. Since this configuration would result in the light still
being on, participants do not endorse (1b) unreservedly. However, “AA—B does not correspond
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to a “minimal” revision of the current scenario, which has A A B—at least, not in any intuitive
sense of “minimal”. There are two more minimal revisions: either turn A off and leave B on, or
turn B off and leave A on. Both of these modifications would make the antecedent true while
turning the light off. So, a theory based on maximal similarity /minimal revision would seem
to predict incorrectly that the possibility of =A A =B should be ignored, rendering (1b) true.

To deal with (1b), CZC adopt a variant of Pearl’s semantics based on interventions on
causal models [20]. In their model of Two Switches there is one causal law— L is a joint
effect of A and B [L <+ (A <> B)]. There are two contingent facts: A and B. To evaluate a
counterfactual, intervene to make the antecedent true and consider what follows by causal laws,
pruning facts that contribute to the falsity of the antecedent or depend causally on a fact that
does. (This summary is necessarily compressed and informal; see [5] for the technical details.)
The counterfactual is true iff the consequent is a logical consequence of the causal laws together
with the pruned facts and the antecedent. Put another way, the consequent must be true in all
models that are consistent with causal laws, antecedent, and pruned facts.

So, for example, we evaluate (1b) by removing all facts that contribute to the falsity of
—(A A B)—which, in this case, are A and B. As a result, the factual basis is empty. There are
three kinds of models consistent with the laws. Some have A A =B, rendering the consequent
=L true; some have —A A B, also rendering =L true; and some have —=A A =B, rendering —L
false. Since —L fails to be true in all of these models, the counterfactual is not true, as desired.

This result constitutes a substantial improvement on standard theories of counterfactuals
(which, absent further elaboration, make the wrong prediction for (1b)) and on Pearl’s (which
makes no predictions about (1a) or (1b)). However, the requirement that the consequent be true
in all models that are consistent with causal laws plus pruned facts turns out to be too strong:
there are cases where some of the models seem to matter more than others. I'll present the
examples first, and the propose a way to make sense of them in terms of explanatory reasoning.

2.1 First puzzle: Failures of SDA.

The use of intervention makes the type of counter-examples to SDA noted by [18] especially
acute for CZC. The basic observation is that, when the disjuncts vary substantially in plausi-
bility, the counterfactual supposition may be biased toward the more plausible disjunct.

(2) If it were raining or snowing in Washington, D.C., it would be raining.

By SDA, this should imply If it were raining in D.C., it would be snowing, which is absurd. This
has often been taken to refute SDA as a semantic principle, but the issue is subtle. Proponents
of SDA have objected that the implication has inappropriate presuppositions [8], and that snow
in D.C. is being treated as impossible, so that the implication is vacuously true [23, 25, 20].
However, there are related counter-examples to SDA that can’t be dismissed in this way.

(3) If it were raining or snowing in D.C., it’s likely, but not certain, that it would be raining.
Both of (3)’s entailments by SDA are unsatisfiable. So, SDA is not generally valid.

(4) a. If it were raining in D.C., it’s likely, but not certain, that it would be raining.

b. If it were snowing in D.C., it’s likely, but not certain, that it would be raining.

The fact that SDA is not always appropriate is not in itself a problem for CZC: all that
is needed is an optional semantic operation that can flatten an inquisitive disjunction into a
classical disjunction. When this operation is applied, a disjunctive antecedent is equivalent to
a negated conjunction. So (2) should be equivalent to (5), and (3) to (6).
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(5) If it weren’t both not-raining and not-snowing in D.C., it would be raining.

(6) If it weren’t both not-raining and not-snowing in D.C., it’s likely, but not certain, that
it would be raining.

All of these examples are then interpreted like (1b): we throw out facts that contribute to the
falsity of the antecedent—here, —rain and —snow—and ask what holds in all consistent models.
One consistent model has rain A -snow, rendering rain true. Another has —rain A snow,
rendering rain false. Since rain cannot be true in all such models, (2) is necessarily false
for CZC even on the interpretation that does not validate SDA. Similarly, (3) will turn out
false when the theory is supplemented with a plausible treatment of epistemic operators, which
should validate the obvious If ¢ were the case then it’s certain that ¢ would be the case.

2.2 Second puzzle: Partial retention

In the famous Firing Squad scenario, riflemen A and B are ready to execute a prisoner. The
colonel gives the order (C), and simultaneously A fires (A) and B fires (B). The prisoner dies
(D). The laws implicit in the scenario are {C' D A,C D B,(AV B) D D}. Now consider (7):

(7) If A and B hadn’t both fired, the prisoner would still have died. [-(AAB)> D]

For CZC (7) is not true, by the same logic as (1b) in Two Switches: one way for the riflemen
not to both shoot is for them to both refrain from shooting. I find this result unsatisfactory,
since I can readily imagine judging (7) true along the following lines: if they had not both fired,
one of them would still have fired, since it’s extremely unlikely that both would independently
and simultaneously (e.g.) have a rifle malfunction, or decide to risk court-martial by disobeying
their colonel. Admittedly, the intuition here is not totally compelling. (I will try to explain
why below.) A starker issue is CZC’s incorrect prediction that (8)-(9) cannot be true under
any circumstances, as long as A and B are independent (given C) and both are possible.

(8) If A and B hadn’t both fired, one of them would still have fired. [-(A A B) > (AV B)]

(9) If A and B hadn’t both fired, the prisoner would still have died, since they wouldn’t
both have had a rifle malfunction. [ 2(AANB)>DA-(AANB)>(AV B)]

Example (7) may be confounded, for example, by the interpretation of both and/or focus.
In addition, we might rationalize the fact that A and B did not both fire by backtracking to C,
considering the possibility that the colonel did not give the order (so that neither would have
fired)—though this strategy would not allow us to make sense of (8)-(9). In any case, the same
issues arise with other examples. (10) avoids these confounds and is readily read as being true.

(10) If the colonel had given the order and riflemen A, B, C, D, E, F, G, H, I, and J had not
all fired, the prisoner would still have died.

On CZC’s account we remove facts contributing to the falsity of the antecedent—A fired, B
fired, etc.—and ask if the consequent follows. It does not, since there is a model consistent with
the laws where the prisoner survives: the one where none of the riflemen fire.

A related example involving universal quantification makes a similar point. Imagine that
we are at a Rolling Stones concert with 90,000 screaming fans. I say to you:

(11) If not all of these people had shown up tonight, there would still be a lot of people here.

This is presumably equivalent to (12), with a negated conjunction in the antecedent:

4
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(12) 1If it weren’t the case that (person 1 showed up and person 2 showed up and ... and
person 90,000 showed up), there would still be a lot of people here.

Once we remove all facts contributing to the falsity of the antecedent— Person i showed up for
i € {1,2,...,90000}—the consequent clearly does not follow: what if only 3, or 2, or 1, or 0
people showed up? We need an account of why these scenarios are somehow less prominent
in reasoning about the counterfactual than ones that are more similar to the actual situation,
where (for example) 80,000 or 89,000 show up.

2.3 Third puzzle: Indefinite and negated non-binary antecedents

I have a beagle. If I had a different kind of dog instead, I'd probably have a schnauzer, though
I might have a pug. (I would never have more than one dog at the same time, though.)

This is an unremarkable kind of reasoning, but it is difficult to make sense of within inter-
ventionist theories, for two reasons. First, it is unclear what intervention is intended: there are
many incompatible ways to instantiate the antecedent If I had a different kind of dog instead.
Second, it is unclear how to make sense of the probably ...might ... in the consequent: surely,
however we intervene to give me a different kind of dog, it’s either a schnauzer or not. (Compare
Einstein’s “If I were not a physicist, I would probably be a musician” discussed in §1.)

The most comprehensive interventionist treatment of complex antecedents to date (CZC’s)
does not address indefinite antecedents explicitly. But there is an obvious extension: treat
indefinites as disjunctions, which can be inquisitive or not. If the antecedent is inquisitive, it is
equivalent (by SDA) to (13a). If it is not it is interpreted roughly as (13b).

(13) a. If T had a bulldog I'd probably have a schnauzer, but I might have a pug; and if I
had a schnauzer I’d probably have a schnauzer, but I might have a pug; ...

b. If my pet were in the set dog — beagle, I'd probably have a schnauzer, but ...

(13a) is false, assuming I have at most one dog. For (13b), CZC require that the consequent be
true in every way of making the antecedent true—i.e., no matter what kind of non-beagle dog
I end up with. This cannot be true either. Even if there were only three dog breeds—beagles,
schnauzers, and pugs—(14a) and (14b) could not be true (assuming < 1 dog).

(14) a. If my pet were a schnauzer I'd probably have a schnauzer, but I might have a pug.
b. If my pet were a pug I'd probably have a schnauzer, but I might have a pug.

So, this example should be trivially false whether or not the indefinite antecedent is inquisitive.

This is not just a problem about indefinites. Any negation of a non-binary variable—
where there are more than two possible alternatives evoked by a negated antecedent—will be
associated with multiple ways to instantiate the antecedent. The most obvious extension to
CZC’s theory for such cases would be to require that the consequent be true under every value
for the antecedent other than the one negated. Unfortunately, this won’'t work for negated
antecedents in general. For instance, it predicts that (15a) should be true only when (15b) is.

(15) a. If I ate less chocolate I’d be thinner.

b. For any possible way of eating less chocolate, if T ate less chocolate in that way I'd
be thinner.

(15a) intuitively invokes the most likely, or normal, kinds of scenarios that might play out if I
ate less chocolate. (15Db) is stronger: it is false unless every possible way of eating less chocolate
would make me thinner. This subtle mismatch is apparent in (16), where the (a) sentence is
reasonable but the attempted paraphrase in (b) is quite strange.
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(16) a. If I ate less chocolate I’d probably be thinner, though I might just drink more to
make up for it.

b. For any possible way of eating less chocolate, if T ate less chocolate in that way I'd
probably be thinner, though I might just drink more to make up for it.

Somehow, we need to soften the interpretation of counterfactuals to focus on normal situa-
tions: requiring truth under all ways of intervening to make the antecedent true is too stringent.

3 Proposal: Explanatory intervention choice

The common feature of our puzzle cases is that different ways of making the antecedent true
are not even approximately matched in likelihood. Why is rain the favored instantiation of rain
or snow in D.C.7 Because rain is much more likely than snow in D.C., even though it does
snow sometimes. Why, in the concert example, do we prefer to imagine a scenario where the
concertgoers do not all show up by letting a smallish number staying home, rather than the
entire crowd? The answer has to do with the probabilistic profile of the many, independent
decisions that would be involved in the concertgoers all staying home. Since their decisions
about whether to come or not are (with localized exceptions) independent, it is plausible enough
that a smallish number might have decided to skip the show instead. However, it is very unlikely
that a large number would have done so independently. We would have to modify a large number
of independent factors to make the consequent false, thus changing the world more radically.
This, I suggest, explains why (11) is so plausible.

In both cases, the diagnosis is that our background knowledge about relevant causal forces,
and their probabilistic tendencies to produce scenarios compatible with the antecedent, are
somehow contributing to the way that we imagine the antecedent being true. The reason that
Two Switches is different is that the story gives us no insight into how the switches are being
set. As a result, we have no basis for concluding that =A A =B is relatively unlikely, and the
scenario where both switches are turned off is given a relatively large weight.

To model the interaction between uncertainty and the interpretation of complex antecedents
formally, T will maintain the basic structure behind CZC’s theory but switch to using Pearl’s
[20] Structural Equation Models, which incorporate an explicit representation of probabilistic
uncertainty. The information in these models will be used to choose interventions for complex
antecedents in a way that emphasizes explaining how the intervention could have come about.

To illustrate, consider a model for Firing squad. The laws are the same as above, but
we write them as structural equations, where “=" represents assignment rather than equal-
ity. We also add for each variable V' an exogenous source of randomness My, with prior
probability P(My ), to represent uncertainty about unmodeled factors that may perturb the
otherwise deterministic causal relationships represented in the model. (M is mnemonic for
“malfunction”.) In this example, the facts F are {C, A, B,D,~M¢,~Ma,~Mp,-Mp}. The
box provides a graphical representation of the causal dependencies represented in the structural
equation model.

e C=-Mc Mc > C

o A=CA-My / \

o B=CA-Mg Ma—> A B < My
e D=(AVB)A-Mp MDED/
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Each Mx represents a factor that could have perturbed the expected cause/effect relation-
ship. Given that C, A, B and D are true we can infer -M¢c, - M4, - Mp, and -Mp. E.g., A’s
or B’s rifles could have malfunctioned, each with probability p, but they did not.

The proposed procedure for evaluating a counterfactual is as follows. We first prune the
facts F to F* as in CZC, removing facts that contribute to the falsity of X or depend on a fact
that does. An additional condition is needed to manage the exogenous sources of randomness:
for any fact that is pruned, we also throw out the inferred values of any exogenous (M) variables
that are immediately relevant to it, resetting their distribution to the prior P(M).!

Next we consider all ways of intervening to make the antecedent true. For example, in
Firing Squad we consider {Zan-5,Z-arB,Z-arn-B}, €ach of which would make The riflemen
do not both fire true. Conjunctive interventions is treated as sequential intervention.

We then weight the contribution of the various possible interventions to the counterfactual.
Here is one method. (There are surely further complexities in the weight function W. The
weighted-intervention concept is our main positive contribution, not the precise details of this
implementation.) The weight of intervention Zx is, up to proportionality, W (Zx) o< P(X | F*).
We combine the weights of the various possible interventions by normalization. X’ ranges over
the formulae characterizing the candidate interventions Zx-.

__ PX|F)
R e e e

Normalization means that the weight of an intervention is always relative to other ways of
making the antecedent true: a far-fetched possibility might receive high weight nonetheless if the
alternatives are even less plausible. Note that the procedure is trivial for simple antecedents: as
long as it is causally possible, the unique intervention has weight w that normalizes to w/w = 1.

The weight is a measure of the explanatory value of the candidate intervention, i.e., the
extent to which it does a good job of explaining how the antecedent could have come to be true
given the information encoded in the causal model. In essence, the idea is that we prefer ways
of making the antecedent true that cohere with the rest of the causal model. This idea is to
some extent related to explanatory backtracking (e.g. [6, 17]), but for our purposes we could
get away with using backtracking only to select among candidate interventions.

Using the weights of the various interventions, we can find the probability of the consequent,
given the counterfactual supposition in the antecedent, as the sum of the weights of the candi-
date interventions that make the consequent true. Some worked-out examples follow. Note that
the probabilistic orientation of the proposal gives us an immediate line on the probably counter-
factuals ((3), (13), etc.) that were troubling for SDA, for the standard interventionist semantics,
and for CZC alike: we simply require that the probability assigned to the counterfactual by the
method proposed above exceed the relevant threshold (see [13, 14, 27], etc.).

3.1 The Firing Squad and the Stones

In Firing Squad we consider If the riflemen had not both fired, .... To fix intuitions, let’s
assume that the colonel will almost certainly give the order: P(—C) = P(M¢) = .01—while
rifle malfunction (willingness to risk court-martial, etc.), is slightly more likely—P(M4,5) = .1.
Fis {A,B,C,D,~My,~Mp,~Mc,~Mp}. All these facts are contribute to the falsity of the
antecedent, depend on a fact that does, or contribute randomness to a pruned fact; so, F* = (.

LThis is a first pass. There are other ways that one could manage this issue, and more exploration of complex
examples would be needed in order to choose among them.
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The candidate interventions are Zan-p, Z-asp, and Z_ar-g. W(Z-arp) x P(=A A B),
which is just P(M4) x P(-Mp)—.1x .9 = .09. By analogous reasoning, W(Zss-p) x .09. For
the intervention where neither fires, W(Z_n-p) is proportional to P(—A A —B). This is is the
sum of the probability that the colonel does not give the order [P(—~C) = P(M¢) = .01], so that
A and B do not fire, and the probability that he does but they fail to fire [P(—Mc¢) x P(M4) x
P(Mp)]. Using our illustrative values, this means that W (Z_sar-p) x (.01+.99x.1x.1) = .0199.

Normalizing these values, we find that on these assumptions about prior probabilities
W (Zap-B) = W(Z-anp) ~ .45, while W(Z_sr-p) = .1. Since the prisoner dies in the first two
interventions but not the third, the probability of example (7) (If the riflement had not both
fired, the prisoner would still have died) is equal to W(Zap-p) + W(Z-aap) ~ .9. This may
help explain the sense that (7) is highly plausible (though not totally compelling) and that its
plausibility is related to the striking coincidence—Two simultaneous malfunctions!-—that would
be required by one of the salient ways keep the prisoner alive.

The model crucially predicts that the probability of (7) is sensitive to P(C), the prior
probability that the colonel would give the order. This makes sense: if we had specific knowledge
about the colonel—that he must given the order no matter what, or that he is soft-hearted—it
may affect our intuitions about the best explanation of the riflemen do not both fire. In our
model it would have exactly this effect. For instance, if we hold everything the same but make
the colonel a softie [P(—C) = .5] the best explanation of the riflemen’s failure to fire is that the
colonel did not give the order. Accordingly, the probability of (7) decreases to about .28.

For the Rolling Stones example (11) (If not all of these people had shown up, there would
still be a lot of people here), we have to consider a huge number of interventions, each of
which removes some particular subset of the 90,000 fans. Suppose that each fan 7 had
probability P(M;) = .1 of deciding not to come, and that each chose independently. Then
W (Zran i stays home and the rest come) 1S .1. If we remove n particular fans, that intervention
receives weight .1™. But, for any n, there are (90200) ways for n fans to stay home. The
distribution on weights for interventions that remove n fans from the concert is thus:

P(If not all of these people had shown up, there would be n fewer fans here) <90000> x.1"
n

Figure 1 depicts the distribution on number of fans removed for P(M;) = .1 and P(M;) = .9.
Note that the y-axis is in log space: the weight differences are much greater than they appear.

Probability of not coming = .1 Probability of not coming = .9

o4

Non-normalized probability (log space)
100000
I
Non-normalized probability (log space)
10000 10000 30000 50000

~200000

T T T T T T T T T T
0 20000 40000 60000 80000 0 20000 40000 60000 80000

Number of fans removed Number of fans removed

Figure 1: Weight of interventions removing n fans for If not all of these people had shown up

The plots show some sensitivity to P(M;), but the net effect is that there is a strong preference
for interventions that remove a relatively small number of fans. The concert remains fairly well-
attended (= 40,000) even if we assume that all of the fans were inclined to skip the Stones.
The effect is a robust prediction that (11) is highly probable. This seems to be correct.
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3.2 Two Switches

The key difference between Firing Squad and Two Switches is that in the latter case we
know nothing about how the switches are set. Here is a simple model, where the positions of
switches A and B are controlled by uncorrelated, exogenous causes:

o A= My o B=-Mjg o L=(A B)A-M,

The facts F are {A, B, L,~My,~Mp,—~Mp}. Knowing nothing of how the switches are set, it
is natural to use uninformative priors: P(M4,p) = .5. For (1b) [=(A A B) > —L], all members
of F contribute to the falsity of the antecedent, so F* = (). There are three interventions
to consider. W(Zapn-p) x P(AN-B) = P(=M,) x P(Mp) = .25. Similarly, W(Z_anp)
P(]V[A) X P(—\MB) = .25, and W(IﬁA/\ﬁB) X P(MA) X P(MB) = .25.

The probability of (1b) is the normalized total weight of interventions that force —=L: (.25+
.25)/(.25 4+ .25 + .25) = 2/3. This middling value may explain why so many participants chose
the “Indeterminate” response option in CZC’s experiment. By comparison, the disjunction (1a)
should (on the SDA reading) have probability 1, and so we expect very high agreement modulo
error or noise. This illustrates one way that explanatory reasoning may be able to account
for the subtle intuitive differences among Two Switches, Firing Squad, and the concert
example, despite their logical similarity.

3.3 Weather

To model (2)—If it were raining or snowing in D.C., it would (probably) be raining—recall that
we have to flatten the antecedent to a classical disjunction to avoid inconsistency. Suppose that
possible states of weather in D.C. are {sun, cloud, rain, snow}, with respective probabilities
.9,.079,.02, and .001]. The only relevant fact, sun, is pruned, leaving F* empty. Interventions
that make rain V snow true are weighted according to prior probabilities: W (Z.4n) = .02,
W (Zsnow) = -001. (2) is thus true with probability .02/(.02 4 .001) ~ .95.

4 Conclusion

Interventionist theories of counterfactuals have been hampered by the lack of a treatment of
complex antecedents. CZC provide an excellent beginning, but I argued that their requirement
of truth in all models consistent with the laws and pruned facts—is too strict. I proposed
a way of using probabilistic information encoded in Structural Equation Models to weight
interventions according to their explanatory value, resulting in a probabilistic interpretation of
counterfactuals that maintains the core of CZC’s insightful account.

The formal proposal that I have made is resolutely speculative and preliminary. In addition
to exploring alternative formalizations, in ongoing work I am testing qualitative predictions
regarding, for example, the way that manipulating the causal forces involved in setting the
switches in Two Switches should influence people’s responses, and quantitative predictions
about exactly how probabilistic manipulations should do so. Many further questions remain, of
course. In addition to the obvious linguistic connections (e.g., counterfactual donkey sentences),
there are concerns about the lack of truth-conditions per se in the account given here. One
possibility is that counterfactuals are thoroughly probabilistic, lacking truth-values (e.g., [7]).
Another possibility is that truth could be defined somehow in terms of high probability. I will
have to leave these questions for another time.
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Abstract

Sadrzadeh et al (2013) present a compositional distributional analysis of relative clauses
in English in terms of the Frobenius algebraic structure of finite dimensional vector spaces.
The analysis relies on distinct type assignments and lexical recipes for subject vs object
relativisation. The situation for Dutch is different: because of the verb final nature of
Dutch, relative clauses are ambiguous between a subject vs object relativisation reading.
Using an extended version of Lambek calculus, we present a compositional distributional
framework that accounts for this derivational ambiguity, and that allows us to give a
single meaning recipe for the relative pronoun reconciling the Frobenius semantics with
the demands of Dutch derivational syntax.

1 Introduction

Compositionality, as a structure-preserving mapping from a syntactic source to a target in-
terpretation, is a fundamental design principle both for the set-theoretic models of formal
semantics and for syntax-sensitive vector-based accounts of natural language meaning, see [1]
for discussion. For typelogical grammar formalisms, to obtain a compositional interpretation,
we have to specify how the Syn-Sem homomorphism acts on types (basic and complex) and on
proofs (derivations, again basic (axioms) or compound, obtained by inference steps). There is a
tension here between lexical and derivational aspects of meaning: the derivational aspects relate
to the composition operations associated with the inference steps that put together phrases out
of more elementary parts; the atoms for this composition process are the meanings of the lexical
constants associated with the axioms of a derivation.

Relative clause structures form a suitable testbed to study the interaction between these
two aspects of meaning, and they have been well-studied in the formal and in the distributional
settings. Informally, a restrictive relative clause (‘books that Alice read’) has an intersective
interpretion. In the formal semantics account, this interpretation is obtained by modeling
both the head noun (‘books’) and the relative clause body (‘Alice read .’) as (characteristic
functions of) sets (type e — t); the relative pronoun can then be interpreted as the intersection
operation. In distributional accounts such as [2], full noun phrases and simple common nouns are
interpreted in the same semantic space, say N, distinct from the sentence space S. In this setting,
element-wise multiplication, which preserves non-null context features, is a natural candidate
for an intersective interpretation; in the case at hand this means element-wise multiplication of a
vector in N interpreting the head noun, with a vector interpretation obtained from the relative
clause body. To achieve this effect, [9] rely on the Frobenius algebraic structure of FVect,
which provides operations for (un)copying, insertion and deletion of vector information. A key
feature of their account is that it relies on structure-specific solutions of the lexical equation:
subject and object relative clauses are obtained from distinct type assignments to the relative
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fitA—DB g:B—C
1a:A— A gof:A—C

f:0A— B f:A®B —C fiA®B —C
vf:A— OB >f:A— C/B af B — A\C

g:A— OB g:A—C/B g: B— A\C
vlg:0A — B >"lg: A® B —C < lg:A®B—C

al 1 0A® (BeC) — (0A®B)®C  al:(A®B)®0C — A® (B® OC)
0l 0A®(B®C) — B®(0A®C) ol (AB)®0C — (A2 O0C)® B

Figure 1: NL,. Residuation rules; extraction postulates.

pronoun (Lambek types (n\n)/(np\s) vs (n\n)/(s/np)), associated with distinct instructions
for meaning assembly.

For a language like Dutch, such an account is problematic. Dutch subordinate clause order
has the SOV pattern Subj—Obj—TV, i.e. a transitive verb is typed as np\(np\s), selecting its
arguments uniformly to the left. As a result, example (1)(a) is ambiguous between a subject vs
object relativisation interpretation: it can be translated as either (b) or (c). The challenge here
is twofold: at the syntactic level, we have to provide a single type assignment to the relative
pronoun that can withdraw either a subject or an object hypothesis from the relative clause
body; at the semantic level, we need a uniform meaning recipe for the relative pronoun that
will properly interact with the derivational semantics.

a mannen, die; vrouwen,, haten,,\ (mp\s) (ambiguous)
b men who hate women (subject rel) (1)
¢ men who(m) women hate (object rel)

The paper is structured as follows. In §2, we present an extended version of Lambek calculus,
and show how it accounts for the derivational ambiguity of Dutch relative clauses. In §3.1, we
define the interpretation homomorphism that associates syntactic derivations with composition
operations in a vector-based semantic model. The derivational semantics thus obtained is
formulated at the type level, i.e. it abstracts from the contribution of individual lexical items.
In §3.2, we bring in the lexical semantics, and show how the Dutch relative pronoun can be
given a uniform interpretation that properly interacts with the derivational semantics. The
discussion in §4 compares the distributional and formal semantics accounts of relativisation.

2 Syntax

Our syntactic engine is NL, [6]: the extension of Lambek’s [3] Syntactic Calculus with an
adjoint pair of control modalities (), 0. The modalities play a role similar to that of the ex-
ponentials of linear logic: they allow one to introduce controlled, rather than global, forms of
reordering and restructuring. In this paper, we consider the controlled associativity and com-
mutativity postulates of [7]. One pair, of, o, allows a ¢-marked formula to reposition itself on
left branches of a constituent tree; we use it to model the SOV extraction patterns in Dutch. A
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symmetric pair o, oy would capture the non-local extraction dependencies in an SVO language
such as English. Lambek [4] has shown how deductions in a syntactic calculus can be viewed
as arrows in a category. Figure 1 presents NL, in this format.

For parsing, we want a proof search procedure that doesn’t rely on cut. Consider the rules in
Figure 2, expressing the monotonicity properties of the type-forming operations, and recasting
the postulates in rule form. It is routine to show that these are derived rules of inference of
NL,. In [8] it is shown that by adding them to the residuation rules of Figure 1, one obtains a
system equivalent to a display sequent calculus enjoying cut-elimination. By further restricting
to focused derivations, proof search is free of spurious ambiguity.

We are ready to return to our example (1)(a). A type assignment (n\n)/(O0Onp\s) to the
relative pronoun ‘die’ accounts for the derivational ambiguity of the phrase. The derivations
agree on the initial steps

n—n n—wmn :
n\n — n\n np @ (np\(np\s)) — OOnp\s
(n\n)/(0Onp\s) — (n\n)/(np @ (np\(np\s)))
(n\n)/(00np\s)) @ (np @ (np\(np\s))) — n\n =
n @ (((n\n)/(00np\s)) @ (np @ (np\(np\s)))) — n " (2)

but then diverge in how the relative clause body is derived:

-1

Onp — Onp L, W s —s
np—np 0Gmp —rnp np\s — np\s
Onp — O, [np\(np\s) — 00np\(np\s)]
O0m —mp ST gomp e p\m\s) o mps ¢
np — np ’np\s — OOnp\s ‘ np @ (0Onp @ (np\(np\s))) — s il
np\(np\s) — np\(0Onp\s) 00np @ (np ® (np\(np\s))) —» s °
np @ (np\(np\s)) — 00np\s * np @ (np\(np\s)) — OBnp\s 3)

In the derivation on the left, the {Onp hypothesis is linked to the subject argument of the verb;
in the derivation on the right to the object argument, reached via the &% reordering step.

f:A— B f:A— B
Of : 0A— OB Of:0A — OB

fi:A—B g:C—D fitA—DB ¢g:C—D fitA—DB ¢g:C—D
f®g:A®C — B®D flg: A/D — B/C f\g: B\C — A\D

f:(0A®B)®@C — D f:B®(QA®C)— D
a.f:0A®(B®C) — D olf :0A®(B®C)— D

Figure 2: NL,. Monotonicity; leftward extraction (rule version).
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3 From source to target

3.1 Derivational semantics

Compositional distributional models are obtained by defining a homomorphism sending types
and derivations of a syntactic source system to their counterparts in a symmetric compact closed
category (sCCC); the concrete model for this sSCCC then being finite dimensional vector spaces
(FVect) and (multi)linear maps. Such interpretation homomorphisms have been defined for
pregroup grammars, Lambek calculus and CCG in [2, 5]. We here define the interpretation for
NL,, starting out from [10].

Recall first that a compact closed category (CCC) is monoidal, i.e. it has an associative ®
with unit I; and for every object there is a left and a right adjoint satisfying

1 d o . r € m
AQA—T A0 A ARA" —T ——A"RA

In a symmetric CCC, the tensor moreover is commutative, and we can write A* for the collapsed
left and right adjoints.

In the concrete instance of FVect, the unit I stands for the field R; identity maps, compo-
sition and tensor product are defined as usual. Since bases of vector spaces are fixed in concrete
models, there is only one natural way of defining a basis for a dual space, so that V* = V. In
concrete models we may collapse the adjoints completely.

The € map takes inner products, whereas the n map (with A = 1) introduces an identity
tensor as follows:

ey : VRV =R given by Z'U”(é; (24 é}) — ZU“'
ny :R—=V®V given by A = Y AERE)

Interpretation: types At the type level, the interpretation function [-] assigns a vector
space to the atomic types of NL,; for complex types we set [QA] = [OA] = [A], i.e. the
syntactic control operators are transparent for the interpretation; the binary type-forming op-
erators are interpreted as

[A® Bl = [A]®@ [B] [A/B]=[A]@[B]" [A\B]=[A]"@[B]

Interpretation: proofs From the linear maps interpreting the premises of the NL, inference
rules, we want to compute the linear map interpreting the conclusion. Identity and composition
are immediate: [14] = 1747, [go f] = [g] o [f]. For the residuation inferences, from the map
[f1:TA] ® [B] — [C] interpreting the premise, we obtain
. 1 f1®1p- .
[>f1=[A] [A]® [B] @ [B] —H> [Cle[B]

A ®le o, lra;-® [f .
[<f] = [B] ————= [A]" @ [A]®@ [B] — = [A]" © [(]
For the inverses, from maps [g] : [A] — [C/B], [h] : [B] — [A\C'] for the premises, we
obtain

Lra) @ nrp
_

ENL, (616 (1 o (5

@M, e rarerer

[>"'g] = [A] © [B] Lo S eren,

[<7*h] = [A] ® [B]

[C]

€ ®1
[A] [C1 e
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Monotonicity. The case of parallel composition is immediate: [f ® g] = [f] ® [g]. For the
slash cases, from [f]: [A] — [B] and [g¢] : [C] — [D], we obtain

[f/9] = [f\g] =
[A] @ [DT* [B]* @ [C]
[f1®n1c1 ® 1ipy- Irp1- @ nra) @ 9]
[Bl® [C]"®[Cle[D]" [B]*® [A] ® [A]" @ [D]
Iiperer- ® [9] ® Lip- g1+ ® [f]1 ® Lraj-@rp1
[Bl® [CT"® [D]® [D]* [B]* @ [B] ® [A]" @ [D]
Lrpi@ror- @ €rp €151 ® lrajerol

[B]l®[CT" [A]" @ [D]

Interpretation for the extraction structural rules is obtained via the standard associativity and
symmetry maps of FVect: [alf] = foa and [6.f] = foa o (o0 ®14) 0« and similarly for
the rightward extraction rules.

Simplifying the interpretation Whereas the syntactic derivations of NL, proceed in cut-
free fashion, the interpretation of the inference rules given above introduces detours (sequential
composition of maps) that can be removed. We use a generalised notion of Kronecker delta,
together with Einstein summation notation, to concisely express the fact that the interpretation
of a derivation is fully determined by the identity maps that interpret its axiom leaves, realised
as the e or 1 identity matrices depending on their (co)domain signature.

Recall that vectors and linear maps over the real numbers can be equivalently expressed as
(multi-dimensional) arrays of numbers. The essential information one needs to keep track of
are the coefficients of the tensor: for a vector v € R™ we write v; (with ¢ ranging from 1 to n),
an n X m matrix A is expressed as A;;, an n x m X p cube B as Bjjj, with the indices each
time ranging over the dimensions. The Einstein summation convention on indices then states
that in an expression involving multiple tensors, indices occurring once give rise to a tensor
product, whereas indices occurring twice are contracted. Without explicitly writing a tensor
product ®, the tensor product of a vector a and a matrix A thus can be written as a;A;y; the
inner product between vectors a, b is a;b;. Matrix application Aa is rendered as A;ja;, i.e. the
contraction happens over the second dimension of A and a. For tensors of arbitrary rank we
use uppercase to refer to lists of indices: we write a tensor T as T;. Tensor application then
becomes T7 7Ry, for some tensor R of lower rank.

The identity matrix is given by the Kronecker delta (left), the identity tensor by its gener-
alisation (right):

5t =

J J =

0 otherwise 0 otherwise

{1 i=j 57 {1 I = Jy for all k

The attractive property of the (generalised) Kronecker delta is that it expresses unification of
indices: 5;-a7; = aj, which is simply a renaming of the index; the inner product can be computed
by 5;aibj = a;b;. Left on its own, it is simply an identity matrix/tensor.
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With the Kronecker delta, the composition of matrices B o A is expressible as §iAijBkl,
which is the same as A;;Bj; (or A;xBj). We can show that order of composition is irrelevant:

67 Aij0% BriCrun = Ay BjiCln = 61,61 Aij BriCyn,

The special cases of tensor product of generalised Kronecker deltas is given by concatenating
the index lists:

Sheoy =48
expressing the fact that 14 ® 1p = 1agp.

Since the generalised Kronecker delta is able to do renaming, take inner product, and insert
an identity tensor, depending on the number of arguments placed behind it, it will represent pre-
cisely the 14, €4,n4 maps discussed above. In this respect, the interpretation can be simplified
and we can label the proof system (with formulas already interpreted) with these generalised
Kronecker deltas. The effect of the residuation rules and the structural rules is to only change
the (co)domain signature of a Kronecker delta, whereas the rules for axioms and monotonicity
also act on the Kronecker delta itself:

1a
6]
Ar 5 Ay

oy K Ly oK oy 5K
A—=-B C—-D ., A-—5B C-L—>D/ A—"5 B C’-L—>D\
IK IK IK
A9C 2 BeD A®D 25 BeC BeC 2 AgD
In the full version of this paper (arXiv:1711:11513) we show that this labelling is correct for
the general interpretation of proofs in §3.1.

3.2 Lexical semantics

For the general interpretation of types and proofs given above, a proof f : A — B is interpreted
as a linear map [f] sending an element belonging to [A], the semantic space interpreting A,
to an element of [B]. The map is expressed at the general level of types, and completely
abstracts from lezical semantics. For the computation of concrete interpretations, we have to
bring in the meaning of the lexical items. For A = A; ® - - - ® A,,, this means applying the map
[f] to w1 ® --- ® Wy, the tensor product of the word meanings making up the phrase under
consideration, to obtain a meaning M € [B], the semantic space interpreting the goal formula.

With the index notation introduced above, [f] is expressed in the form of a generalised
Kronecker delta, which is applied to the tensor product of the word meanings in index notation
to produce the final meaning in [B]. In (4) we illustrate with the interpretation of some
proofs derived from the same axiom leaves, np — np and s — s. Assuming [np] = N and
[s] =S, these correspond to identity maps on N and S. We use the convention that the formula
components of the endsequent are labelled in alphabetic order; the correct indexing for the
Kronecker delta is obtained by working back to the axiom leaves.

k,j
a dream™\® — np\s dream'i\f?s S Tg%s
ik
b poets™ @ dream™”\* —s s poets) © dream']\'lfs REL & (4)
il
c poets™ —» s/(np\s)  poets) —L, R30S
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(4)(a) expresses the linear map from dream € N® S to a tensor T € N ® S. Because we have
T = §F/dream, ; = dreamy, this is in fact the identity map. (4)(b) computes a vector V € S
with V' = 6;.:fpoetsi ® drgamj,k = poets; ®dream;;. In (4)(c) we arrive at an interpretation
R eS®N®S with R = éz’fjpoetsi = 6§p0etsk. Note that we wrote the tensor product symbol
® explicitly.

In the case of our relative clause example (1), the derivational ambiguity of (3) gives rise
to two ways of obtaining a vector v € N. They differ in whether [, the index of the ¢Onp
hypothesis in the relative pronoun type, contracts with index p for the subject argument of the
verb (5) or with the direct object index o (6).

i,k,l,m,n
. J57,D,4,0 subj
mannen; ® diej;,, ® vrouwen,, ® haten,,, ———— v;*”7 € N 5)
v]s_ubj = mannen; ® die;;j;; ® vrouwen,, ® haten,,i; (relabeled)
i,k,l,m,n
@ die. h J,7,0,4,P obj ¢ N
mannen; ® diejg;, ® vrouwen,, ® haten,,, —— v’ € (6)
v;-’bj = mannen; ® die;;j;; ® vrouwen,, ® hateny,, (relabeled)

The picture in Figure 3 expresses this graphically.

l
. k
i J m
N
N NON®N®S N NON®S
N N
i J m
k

Figure 3: Matching diagrams for Dutch derivational ambiguity. Object relative (top), mannen;
diejji; vrouwen,, hateng,,; versus subject relative (bottom) mannen; die;jx; vrouwen,, haten,;.

Open class items vs function words For open class lexical items, concrete meanings are
obtained distributionally. For function words, the relative pronoun in this case, it makes more
sense to assign them an interpretation independent of distributions. To capture the intersective
interpretation of restrictive relative clauses, Sadrzadeh et al [9] propose to interpret the relative
pronoun with a map that extracts a vector in the noun space from the relative clause body,
and then combines this by elementwise multiplication with the vector for the head noun. Their
account depends on the identification [np] = [n] = N: noun phrases and simple common
nouns are interpreted in the same space; it expresses the desired meaning recipe for the relative
pronoun with the aid of (some of) the Frobenius operations that are available in a compact
closed category:

A:A—ARA p:A®A—-A 1:A—-1 (I A (7)
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In the case of FVect, A takes a vector and places its values on the diagonal of a square matrix,
whereas p extracts the diagonal from a square matrix. The ¢ and ¢ maps respectively sum the
coefficients of a vector or introduce a vector with the value 1 for all of its coefficients.

Ay :V >V ®V given by Z’Uzé; — sz(gz & a)
i i
wiV =R given by Zvia — Zvi
i i
py VeV =V given by Z Uij(gi [29] é}) — Zv“é}
i i
(v : R—=>V given by ’ A —

PP
[

The analysis of [9] uses a pregroup syntax and addresses relative clauses in English. It relies
on distinct pronoun types for subject and object relativisation. In the subject relativisation
case, the pronoun lives in the space N ® N ® S @ N, corresponding to n” n s np, the pregroup
translation of a Lambek type (n\n)/(np\s); for object relativisation, the pronoun lives in
N®N®N®S, corresponding to n” nnp" s', the pregroup translation of (n\n)/(s/np).

For the case of Dutch, the homomorphism [-] of §3.1 sends the relative pronoun type
(n\n)/(00Onp\s) to the space N9 N®@N®S. This means we can import the pronoun interpreta-
tion for that space from [9], which now will produce both the subject and object relativisation
interpretations through its interaction with the derivational semantics.

die = (In@un®1In®Es)o (nn®nn) (8)

Intuitively, the recipe (8) says that the pronoun consists of a cube (in N ® N ® N) which
has 1 on its diagonal and 0 elsewhere, together with a vector in the sentence space S with
all its entries 1. Substituting this lexical recipe in the tensor contraction equations of (5) and
(6) yields the desired final semantic values (9) and (10) for subject and object relativisation
respectively. We write ® for elementwise multiplication; the summation over the S dimension
reduces the rank-3 N® N ® S interpretation of the verb to a rank-2 matrix in N ® N, with rows
for the verb’s object, columns for the subject. This matrix is applied to the vector vrouwen
either forward in (10), where ‘vrouwen’ plays the subject role, or backward in (9) before being
elementwise multiplied with the vector for mannen.

(5) = mannen® [( Z haten) Tvrouwen} 9)
S

(6) = mannen® [( Z haten) vrouwen] (10)
S

Returning to English, notice that the pregroup type assignment n” nnp' st for object rela-
tivisation in [9] is restricted to cases where the ‘gap’ in the relative clause body occupies the
final position. To cover these non-subject relativisation patterns in general, also with respect to
positions internal to the relative clause body, we would use an NL,, type (n\n)/(s/00np) for
the pronoun, together with the rightward extraction postulates af, o} of Figure 1. For English
subject relativisation, the simple pronoun type (n\n)/(np\s) will do, as this pattern doesn’t
require any structural reasoning.
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4 Discussion

We briefly compare the distributional and the formal semantics accounts, highlighting their
similarities. In the formal semantics account, the interpretation homomorphism sends syntactic
types to their semantic counterparts. Syntactic types are built from atoms, for example s, np,
n for sentences, noun phrases and common nouns; assuming semantic atoms e, ¢t and function
types built from them, one can set [s] = ¢, [np] =€, [n] = e — ¢, and [A/B] = [B\A] =
[B] — [A]. Each semantic type A is assigned an interpretation domain D 4, with D, = E, for
some non-empty set E (the discussion domain), D; = {0,1} (truth values), and D4, p funtions
from Dy to Dp.

In this setup, a syntactic derivation Ai,...A, = B is interpreted by means of a linear
lambda term M of type [B], with parameters x; of type [A;] — linearity resulting from the
fact that the syntactic source doesn’t provide the copying/deletion operations associated with
the structural rules of Contraction and Weakening.

As in the distributional model discussed here, the proof term M is an instruction for meaning
assembly that abstracts from lexical semantics. In (11) below, one finds the proof terms for
English subject (a) and object (b) relativisation. The parameter w stands for the head noun, f
for the verb, y and z for its object and subject arguments; parameter x for the relative pronoun
has type (e = t) = (e = t) > e —t.

(@) () P\, (\S Dy mp = 1 (T AE(FEE g 2) )
(b) n, (n\n)/(s/np), np, (np\s)/np =n (xwho /\ye.(fe%eﬁt ye Ze) we%t)

To obtain the interpretation of ‘men who hate women’ vs ‘men who(m) women hate’, one
substitutes lexical meanings for the parameters of the proof terms. In the case of the open
class items ‘men’, ‘hate’, ‘women’, these will be non-logical constants with an interpretation
depending on the model. For the relative pronoun, we substitute an interpretation independent
of the model, expressed in terms of the logical constant A, leading to the final interpretations
of (13), after normalisation.

(11)

Tuho 1= AT IAY TN ((2 2) A ((y 2)) (12)

(a) Az.((MEN z) A (HATE WOMEN z))
(13)
(b) Az.((MEN z) A (HATE & WOMEN))
Notice that the lexical meaning recipe for the relative pronoun goes beyond linearity: to express
the set intersection interpretation, the bound z variable is copied over the conjuncts of A.
By encapsulating this copying operation in the lexical semantics, one avoids compromising
the derivational semantics. In this respect, the formal semantics account makes the same
design choice regarding the division of labour between derivational and lexical semantics as the
distributional account, where the extra expressivity of the Frobenius operations is called upon
for specifying the lexical meaning recipe for the relative pronoun.
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Abstract

We provide Lambda Logical Forms, which we think of as a reasonably neutral interface
between syntax and semantics, with two interpretations. One interpretation is very close
to a standard Montagovian semantics, be it that it allows the extensions of certain terms
to be dependent on constants denoting vectors. A second interpretation constrains the
values of these constants so that a form of word sense disambiguation in context results.

1 Introduction

Formal semantics and distributional semantics have complementary virtues. One approach
explains how linguistic expressions can describe features of our surroundings, how a sentence
can be true in one situation, but false in another, and what it means for expressions to be in a
relation of entailment. The other approach provides a model of how the meanings of words can
depend on other words and comes with a notion of similarity of meaning that often corresponds
well with human judgements. One theory has a convincing story about the composition of
phrasal meanings from pre-given word meanings, while the other actually provides those word
meanings. One framework excels in the treatment of functional, especially logical, words, the
other in the treatment of content words. And so forth.

How can the two approaches be combined? In previous work (Muskens and Sadrzadeh [8, 7])
we have shown how a Montague-like framework can be used to provide linguistic expressions—
more precisely, abstract lambda terms that can stand proxy for linguistic expressions—with a
vector-based semantics. Since the set-up made it possible to also provide those abstract lambda
terms with a standard truth-functional semantics, a combination was obtained. But there
was no communication between the two forms of semantics, which is clearly not satisfactory.
In this paper we will remedy this by providing a set-up in which a truth-functional and a
distributional component communicate through shared constants denoting vectors associated
with word meaning in context.

2 Abstract Lambda Terms and Object Lambda Terms

Let us first explain the technical context that we assume here. It is clear that a semantic theory
must be associated with a theory of syntax in order to be able to make predictions about the
form-meaning relation in language. But there are many syntactic theories on the market and,
in order to be able to avoid a choice between them, we will make use of some techniques from
Abstract Categorial Grammars.! These will allow us to abstract away from the details of syntax
and the details of various proposals for providing syntactic structures with a semantics. We

IDe Groote [4]; see also Muskens [9, 10]. De Groote’s Abstract Categorial Grammars (ACGs) and Muskens’
Lambda Grammars were independently conceived in 2001, but are very similar. While ACGs can be used as a
theory of surface syntax, this will not be the way we will use them in this paper.
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constants type

JOHNg, SUEg, MARY, ... (DS)S
WOMANy, BALLg, PARTY, FLUg, ... N

TALLg, REDg, STONE, ... NN
SMOKE}, TALKy, RUNg, ... DS

LOVEj, THROW}, CATCH, ... DDS
BELIEVEj, CLAIMy, HOPEy, ... SDS

WHO (DS)NN
EVERY, A, NO, THE, MOST, ... N(DS)S
AND, OR (@S)(as)as

Table 1: Abstract constants (for each k € N) used for generating Lambda Logical Forms. AND
and OR are assigned to each type of the form (@S)(@S)aSs, where @ is any sequence of types.

will work with a level of abstract lambda terms that can be associated with syntactic structures
in any of the usual ways but can also have various more concrete interpretations, as will be
explained shortly.

The typed lambda terms that will form this interface of abstract terms will be called Lambda
Logical Forms (LLFs). The types of these LLFs are defined to be the smallest set of strings
such that (a) D, N, and S are (basic) types? and (b) whenever o and 3 are types, (af3) is
a type.> We consider lambda terms over this set of types.* A combinator will be a closed
lambda term not containing constants and a lambda term is called linear if every binder AX
in it binds exactly one X. In Table 1 we have given a collection of constants, many of which
must be subscripted with some k& € N. We are interested in occurrences of content words, and
each distinct occurrence of a same content word will be associated with a constant carrying a
unique subscript. The set of LLFs is defined as the smallest set such that the following hold.

e Every constant in Table 1 is an LLF of the type(s) it is associated with in that table;
e every typed linear combinator is an LLF;

e if M is an LLF of type a8 and N is an LLF of type «, then (M N) is an LLF of type 3,
provided no subscript in M also occurs in NV;

e if M is an LLF and M is A-convertible to a linear term M’, then M’ is also an LLF.

As examples of LLFs, here are first some linear combinators. (We use £ as a variable of
type D, P as a variable of type DS, R as a variable of type DDS, and Q as a variable of type
(DS)S).

2D will be the type of names, N the type of nominal phrases, and S the type of sentences.

3This gives types with lots of parentheses in them, but outer parentheses will never be written and nor will
parentheses be written if they can be recovered by the rule that association is to the right (so that DDS, the
type of transitive verbs, is short for (D(DS)), for example).

4We will use the notation for lambda terms that is standard in formal work (see Barendrecht [1], for
example), but not, alas, in linguistic applications. This means we will write (M N) (not M(N)) for the result
of applying M to N and use (AX.M) (not AX(M)) for lambda-abstraction. Outer parentheses can be removed
and MNO is short for (MN)O (i.e. association is to the left). But we will often refrain from removing (all)
parentheses. The reason is that the structure of lambda terms in official notation is often quite close to that
of the linguistic expressions they formalise, much closer in fact than the linguistic notation. This concerns
hierarchical (dominance) aspects of the terms, not aspects to do with the order in which constants appear
(linear precedence).
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(1) a. AEAP.P¢
b, ARAQ,AE. Qo (Ao RELS)
c. ARAQ,AQ,.Q,(M.Q4(RE,))
d. ARAE NG REE

The reader will recognise (1a) as ‘Montague Raising’ (applied to, say, J of type D, it will give
AP.PJ of type (DS)S?), while (1b) and (1c) are forms of ‘Argument Raising’ (Hendriks [5]).
Not all linear combinators are meaning preserving type raisers, however. (1d), for example,
will change a relation to its converse. If the language of LLF's is used as an arbitrary interface
with syntax, i.e. as an interface that virtually any syntactic theory can connect with, there is
no guarantee that application of linear combinators will be meaning-preserving.5

In (2) some examples of LLFs of type S are given.

(2) a. Every man loves a woman
((EVERY MANp)(As.((A WOMAN7 ) (A, .LOVEy £,€5))))

b. Every man loves a woman
((A WOMAN()AE.((EVERY MAN7)(LOVE; €)))

c. Every tall woman smokes
((EVERY(TALLy WOMAN{))SMOKE)

d. Sue loves and admires a stockbroker
(A STOCKBROKER()AE.SUE1 (AND ADMIRE3 LOVE;3 €)

e. Bill admires but Anna despises every cop
(EVERY COP()AND(AE.ANNA] (DESPISEy &))(AE.BILL3 (ADMIRE, &))

f. The witch who Bill claims Anna saw disappeared
THE(WHO (AE.BILLg (CLAIM5 (ANNA{ (SEEg ))))WITCH3)DISAPPEARy

The reader will hopefully agree that any syntactic theory that comes with a way to associate
syntactic structures with some form of lambda-based semantics, can also be coupled with LLF's.

But LLFs must be given a further interpretation in order to be useful for semantics. We
explain how such a further interpretation can be given with the help of type and term homo-
morphisms (De Groote [4]). If B is some set of basic types, we write TYP(B) for the smallest
set containing B such that (o) € TYP(B) whenever «, 8 € TYP(B). A function 7 from types
to types is said to be a type homomorphism if n(AB) = (n(A)n(B)), whenever n(AB) is de-
fined. It is clear that a type homomorphism 7 with domain TYP(B) is completely determined
by the values of n for types a € B. For example, let B = {D, N, S}, the set of basic types
of our LLFs, and let v be the type homomorphism with domain TYP({D, N, S}) such that
v(D) = e, v(N) = est, and v(S) = st (as usual, e is for entities, ¢ is for truth values, and s is for
possible worlds). Then v(NN) = (est)est, v(DS) = est, v(DDS) = eest, v(SDS) = (st)est,
Y(N(DS)S) = (est)(est)st, etc.

A function ¥ from lambda terms to lambda terms is a term homomorphism based on n if n
is a type homomorphism and, whenever M is in the domain of ¥:

5In fact, in Table 1 we have categorised constants such as JOHN, directly in the type (DS)S.
6See Muskens [10] for a set-up in which application of linear combinators does not lead to form-meaning
mismatches, because permutations in syntax and semantics always occur in tandem.
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constant ¢ type ¢ c° type c°
JOHNy, (DS)S AP.Pj (est)st
WOMAN}, N woman est

REDy, NN APAz.red x A\ Pz (est)est
RUNy, DS run est
THROW, DDS throw eest
BELIEVE, SDS ApAziw Vw' (Brxww' — pw')  (st)est
WHO (DS)NN AP’ APAzAw.P'zw A Prw (est)(est)est
EVERY N(DS)S AP AP Aw.Nz(P'zw — Prw) (est)(est)st
A N(DS)S AP AP w.3x(P'zw A Prxw)  (est)(est)st
AND (@S)(@S)a@S  AR'ARAX Mw.R'Xw A RXw

OR (@S)(@s)as ARARMX  w.R'XwV RXw

Table 2: A term homomorphism (-)° sending (some) LLFs to object terms.

J(M) is a term of type n(7), if M is a constant of type T;
(M) is the n-th variable of type n(7), if M is the n-th variable of type 7;
(M) =

I(M) = (9(A)I(B)), if M = (AB);

o J(M) = \y.9(A), where y = ¥(x), if M = (\z.A).

Note that this implies that (M) is a term of type n(7), if M is a term of type 7.

Clearly, a term homomorphism 1 with domain the set of LLFs is completely determined by
the values ¥(c) for LLF constants c.

Here is an example of how this can be used. In Table 2 we have (partially) defined a term
homomorphism (+)° based on 7 sending LLF constants to certain translations. (The types of
variables and constants used in this table are given in a footnote.”) For the moment, and
since this is merely an example, the translation is not sensitive to the values of subscripts on
constants at all.

If this definition is extended to all LLF constants, we will automatically also get translations
of all complex LLFs. Consider the LLF in (2a), for example. It’s translation image under (-)°
in (3a) is easily seen to be equal to (3b), since (-)° is defined to be a term homomorphisms.
But, in view of the translations of constants in Table 2 (and similar ones that we leave to the
reader), this is equal to (3c), which reduces to (3d) in the usual way.

(3) a. ((EVERY MANg)AEs.(A WOMAN])(AE,.LOVEs £,€4))°
b. (EVERY® MAN{)Az.(A° WOMANY)(Ay.LOVES yz)
(

c. (WP'AP XwNz(P'zw — Pzw))man)
Az (AP’ AP w.3z(P'zw A Pxw))woman)(Ay.love yz)

d. Aw.Vz (man zw — Jy (woman yw A love yzw))

"Using A : 7 as shorthand for ‘term A is of type 7’, we have, for variables: x,y,z : e, P : est, p: st, w: s,
R:aS, X :a. For constants: j: e, woman, red, run : est, throw: eest, B : esst.
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constant ¢ type ¢ c® type c*
JOHNy, (DS)S AZ.Zjohn (vvv
WOMAN} N woman 14

REDy, NN Av.(red x v) 4%
RUNy DS Av.(run X v) 4%
THROW, DDS Auv.(throw xou) xv  VVV
BELIEVE, SDS Auv.(believe xo u) x v VVV
WHO (DS)NN AZv.w -+ (Zv) VV)VV
EVERY N(DS)S MZ.Z(every X v) 404214
A N(DS)S \Z.Z(a x v) V(VV)V
AND (@S)(@S)(@s) ARARAX.RX +R'X

OR (@S)(@s)(@S) AR'ARMX.RX +R'X

Table 3: A term homomorphism (-)® sending LLFs of type S to terms denoting vectors.

Applied to a constant w (the ‘actual world’) the term in (3d) provides the desired truth condi-
tions: Va (man zw — Jy (woman yw A love yrw)). The reader may find it amusing to translate
other LLFs in a similar fashion and to experiment with alternative definitions of LLFs and
of the type and term homomorphisms used. Our main point for the moment is that, given a
collection of LLFs, the only thing needed for providing them with a semantics is to define a
type homomorphism, plus a term homomorphism based on it.

3 Vectors in Type Logic

Since we want to combine truth-conditional semantics with vector semantics and use lambdas
for composition, we must have a type theory that is able to talk about vectors over some field.
For this field we choose the reals, as is usual. In order to have the latter available, we need a
basic type R and constrain the models under consideration in such a way that the objects of
type R are real numbers. Additionally, constants such as 0 : R, 1 : R, 4+ : RRR, - : RRR, and
< : RR#® must have their usual interpretation. Fortunately, the problem of axiomatising the
reals has already been solved for us by Alfred Tarski, who in [11] discusses two sets of (second-
order) axioms for the real numbers. Adopting Tarski’s axioms will ensure that the domain Dg
of type R will equal the reals in full models.’

Vectors can now be introduced as objects of type IR, where [ is interpreted as some finite
index set. Think of I as a set of words; if a phrase is associated with a vector v : IR, v assigns a
real to each word, which gives information about the company the phrase keeps.'® We abstract
from the order present in vectors here. Since IR will be used often, we will abbreviate it as
V. Note that ITR, abbreviated as M, can be associated with the type of matrices and ITIR,
abbreviated as C, with the type of cubes. In general, I"R will be the type of tensors of rank n.

We need a toolkit of functions combining vectors, matrices, cubes, etc. Here are some
definitions. The following typographical conventions are used for variables: r is of type R; v
and u are of type V; i, j, and £ are of type I; and m and c are of types M and C respectively.

8Constants such as +, -, and < will be written between their arguments.

9In generalised models that are not full the domain Dy will contain nonstandard reals, but will still satisfy
the first-order theory of the reals.

0For exposition, we will work with a single index type I. Alternatively, several index types might be
considered, so that phrases of distinct categories are allowed to live in their own space.
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Indices are written as subscripts—uv; is syntactic sugar for vi.

= A\rvi.r - v; : RVV
+ = Xvwiv; +u;  VVV
® = Avuiv; - u; c VVV
X 1= )\mvi.Zmij ~vj MVV
J
Xo 1= Acvij. Zmiﬂ cvp: CVM
4

The reader will recognise * as scalar multiplication, + as pointwise addition, ® as pointwise mul-
tiplication, X as matrix-vector and Xs as cube-vector multiplication. Other relevant operations
are easily defined.

4 An Aside: Vectors All the Way Up

As a further example of how a set of LLFs can be provided with a semantics, we provide our
fragment with a vector semantics in which phrases of all categories are associated with vectors,
or vector-based functions. The type homomorphism we employ will be the function ~;, defined
by v1(D) = 71(N) = 71(S) = V, i.e. names, common nouns, and sentences all go to vectors.
A term homomorphism (-)® based on v; is given in Table 3. In this table the constants john,
and woman denote vectors (type V'), while red, run, every, and a denote matrices (type M),
while throw and believe denote cubes (type C).!! The variable Z is of type V'V here.
We now find consequences of our translation such as the ones in (4).

(4) a. ((A WOMAN)AE.((EVERY MAN;)(LOVE; €)))® =
(love X2 (a x woman)) x (every x man)
b. (((EVERY(TALLy; WOMAN; ))SMOKE3))® = smoke X (every X (tall x woman))
c. ((A STOCKBROKER()A.SUE (AND ADMIRE; LOVE3 &))® =
((love x2 (a x stockbroker)) x sue) + ((admire x5 (a x stockbroker)) x sue)
d. ((EVERY COP()AND(AE.ANNA1 (DESPISE; &))(AE.BILL3(ADMIRE, £)))® =
((admire X (every x cop)) x bill) 4 ((despise x5 (every x cop)) x anna)

e. (THE(WHO(AE.BILLo(CLAIM5 (ANNA (SEE; &))))WITCH3)DISAPPEAR,)® =
disappear x (the x (witch 4 ((claim x5 ((see x5 witch) x anna)) x bill)))

It is of course the question whether it will be possible to harvest all the vectors, matrices and
cubes that are necessary to make such translations more than a theoretical exercise. And, if so,
it will still be the case that only empirical testing can answer the question how well a model
such as this one will actually do on given tasks (say predicting perceived similarity of sentences).
But, given that LLFs can form the output of many syntactic frameworks (and many parsers),
there is at least no theoretical hurdle that must be overcome if we want to associate linguistic
structures with a vector semantics.

' Compare Baroni and Zamparelli [2].
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constant ¢ type ¢ cf type cf
JOHNY, (DS)S AP.P(jvF) (est)st
WOMAN}, N woman v* est

RED}, NN AP\z.red vEz A Pz (est)est
RUNy, DS run vk est
THROW}, DDS throw vF eest
BELIEVE, SDS ApAzdw Vw' (Brww' — pw')  (st)est
WHO (DS)NN AP APXz w.P'zw A Pzw (est)(est)est
EVERY N(DS)S AP' AP w Nz (P'zw — Pzw) (est)(est)st
A N(DS)S AP AP w.3xz(P'zw A Pzw)  (est)(est)st
AND (@S)(@S)a@S AR'ARAXMw.R'Xw A RXw

OR (@S)(@S)as ARARMNX w.R'XwV RXw

Table 4: Term homomorphism (-)T. As (-)°, but with additional vector constants.

5 Vectors in Truth-conditional Semantics

The fragment given in the previous section provides linguistic phrases with a vector semantics,
but not with one that could easily be used to make predictions about truth conditions or
entailment. It can be combined with an interpretation such as (-)°, and then, for each LLF
A, A will come with a truth-conditional interpretation A° and a vector interpretation A®, but
there is no interaction between the two.

We now want to present a model in which two interpretations, a distributional and a truth-
conditional one, interact. The distributional interpretation will help to constrain word senses
in context, while the truth-functional homomorphism will work on the basis of the senses
thus constrained. Our inspiration for the distributional part has been Erk and Padé [3], but
we replace their structured vector space model with a term homomorphism and their direct
computation of word senses by a constraint-based approach.

The idea is as follows. Many words come, not with one, but with a whole collection of
possible meanings. For example, the internet version of Merriam-Webster’s dictionary gives no
less than 18 different senses of the word throw (throw a party, throw a ball, throw a tantrum,
...). We assume that words typically come with a finite number of senses, each represented by
a prototypical vector (see Kartsaklis et al. [6] for a closely related idea). While the senses of
a word are often obviously related, two senses of the same word may well be associated with
entirely different extensions.

The linguistic question is now how language users choose between these senses and the
technological question is how a machine could be persuaded to do it. We focus on the linguistic
question. Part of its answer must be that words do not only come with senses, but that senses
also come with selectional preferences for other senses and that there is some mechanism for
satisfying these preferences in the best possible way.

Let us first provide a truth-conditional set-up with vector senses, to be constrained shortly.
In Table 4 we have defined a term homomorphism (-)T, based on the type homomorphism v that
(-)° was also based on. In fact, (-)T is very close to (-)°, but we now make use of the subscripts
on some of the abstract constants, using them as superscripts on certain vector constants (the
constants v¥, of type V) in the translation. Constants such as woman, and red now have one
extra argument place in order to provide for these constants. In particular, j is of type Ve,
woman and red are of type Vest, and throw is of type Veest. Applied to constants of type V,
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constant ¢ ct type ct
JOHN, AZ.Z u.(johnvF Au = vF) (bt)t
GRAPEFRUIT,  Au.(grapefruit vF A u = vF) b
REDy Apdu.(red vF A pu A d(u,h x vF) < gp) bb
RUN, Ap.Fu(run v A pu A d(u,s x vF) < ep,) bt
THROW}, Ap1p2.Fund (throw vF A pru A pou

Ad(u,0 x vF) < e Ad(u',s x vF) <€) bbt
BELIEVE, Agp.3u(q A believe vF A pu A d(u,s x vF) < gp,)  tht
WHO AZpu.Zp A pu (bt)bb
EVERY, A, THE ApZ.Zp b(bt)t
AND MR'RXRX ANR'X
OR AR'RXRXVR'X

Table 5: A term homomorphism (-)* sending LLFs of type S to statements describing vectors.

they result in terms of the types they were given previously, and the rest of the set-up is as in
the (-)° homomorphism.

We get identities such as the one in (5), with vector constants helping to denote senses.
An expression such as runv? is intended to point at a particular sense of running (is it water
running? an animal running? are we running out of time?).

(5) a. (JOHN; RUNg)T = runv?(jv!) [ =y Mw.runv2(jvw]

b. ((A PARTY;)(AE.MARY2(THROW? €))F =
Aw. Ty (party viywA — throw v3y(mv?)w))

c. ((A UNICORN;)(AE.(EVERY DOGy)(CHASE3 €))) =
Aw. 3y (unicorn viyw AV (dog vizw — chase v3iyzw))

In order to make this work, the denotations of the v¥ must be constrained and we do this with
the help of a second homomorphism (~)¢, defined in Table 5, and based on a type homomorphism
~" with 4/(S) = t and +/(D) = +/(N) = Vit. Since V't (sets of vectors) will be used often, we
abbreviate it as b. (-)* does not generate the usual kind of semantic objects, its sole purpose is
to associate each LLF of type S with a conjunction of two kinds of statements:

e Statements saying that a certain vector belongs to the set of prototypes associated with
a certain word. Examples: runv?, johnv!, etc. Here the first constant is always of type
Vt (i.e. b) and the second of type V. [Warning: runv?2 should well be distinguished from

2
run v2.]

e Statements expressing that the cosine distance between two vectors is less than a given
value. Example: d(v',s x v2) < &5, which can be glossed as ‘the distance between v and
s x v2, the subject vector of v2, is sufficiently small. Here s is a matrix (type M).

The entries in Table 5 also mention other conjuncts, such as applicatons pu and identities
uw = v*, but these only have intermediate importance in derivations.
Here is a simple example.

(6) (JOHN; RUN2)F = runv2 Ajohnv! Ad(vl,s x v2) < &y
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We leave it to the reader to verify that the statement in (6) is correct. Note that in a last
derivation step the predicate logical fact can be used that Ju(u = v A ¢) is equivalent to the
result of substituting v for w in . This is a general way of getting rid of existential quantifiers
and identity statements that will recur often in derivations on the basis of (-)%.

The description generated as the right-hand side of (6) states that v! is a vector associated
with John, v? is one of the prototype vectors associated with running, and that the distance
between the John vector and a things-that-can-run vector associated with v2 is small. The
idea that words come with vectors standing for their selectional preferences is taken from Erk
and Padé [3], who “compute the selectional preference vector for word b and relation r as the
weighted centroid of seen filler vectors ¢,”. Here we associate the selectional preference vector
not just with the word, but with each of the word senses.

Note that the statement d(vl,s x v?) < &y in the right-hand side of (6) puts a mutual
constraint on the vectors v! and v2. Depending on the value of €5, certain combinations of
values for v! and vZ may well be excluded. This may be used to exclude certain models from
consideration.

Let us have a look at some more images of LLFs under (-)*.

(7) a. ((A(RED; GRAPEFRUIT;))(AE.MARY3(THROW? €)))F =
throw v* A red v A grapefruit v2 A d(vZ h x v1) < g A mary v3
ANd(vZox v <es ANd(v3,s x vl) < g}

b. ((A UNICORN])(A.(EVERY DOGo)(CHASE3 €)))F =
chase v A unicorn v A dogvZ Ad(vi 0 x v3) < e3 Ad(vZ s x v3) < &}

c. (THE(WHO(AE.BILLo(CLAIM5 (ANNA{ (SEEy &))))WITCH3)DISAPPEAR, ) =
disappear v* A see vZ A witch v3 A annav! Ad(v3,0 x v2) < g Ad(vl,s x v2) < &)
Aclaimv® AbillvO A d(v0 s x v°) < e5 Ad(v3,s x v¥) < g4

Note that in (7a) it is the vector connected with grapefruit that is constrained not to be too far
from the object vector of throw. This is because the entry for REDg in Table 5 ‘picks up’ the
value for u from its head, after which it can be picked up by further functors. In (7a) the vector
for witch is not only constrained by the object vector of see, but also by the subject vector of
disappear.

How can we define a notion of consequence on the basis of (-)' and (-)¥? If A; and A, are
LLFs, when does A5 follow from A;? We define a notion of entailment that is based on models
that minimise the sum of the ), and &}, occurring in (A1)* and (As)*. Let us say that a model
M is a ¢-model if, (a) for no k, e, > 1 or €}, > 1 holds in M, (b) for only a finite number of k,
er # 0 or €}, # 0 holds in M, and (c) the sum of the nonzero values for ¢ and ¢}, in M is ¢.
As follows from A if there is a § such that the following conditions hold.

e There is a 5-model M satisfying both (A;)* and (As);

e for every &' < § and every ¢’-model M, if M satisfies (A1), (A2)}, and (A;)Tw, then M
satisfies (Ag)Tw.

In the last clause, w is a fixed but arbitrary constant of type s that may be thought of as the
actual world.

The idea here is that entailment holds if it there is transmission of truth in all models where
the sum of the €, and ¢}, values are sufficiently low. As many vectors as possible need to be
excluded as values for the v¥. There may be ties, of course, in the sense that not all v* are
provided with a unique value, even in the best models (those with lowest ), in which case there
may be true ambiguity.
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6 Conclusion

We have provided Lambda Logical Forms, with two interpretations. One interpretation is very
close to a standard Montagovian semantics, be it that it allows the extensions of certain terms
to be dependent on constants denoting vectors. The vectors can be thought of as prototypes
associated with word senses. A second interpretation constrains the values of these constants
so that a form of word sense disambiguation in context results. Since cosine distance must
be minimised, many potential word senses are discarded. The disambiguation can be made
sensitive to linguistic structure and is not restricted to local linguistic context.
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Abstract

By means of a case study on German verbs prefixed with the preposition uber (‘over’) we
compare alternation-based lexical-conceptual and usage-based distributional approaches to
verb meaning. Our investigation supports the view that when distributional vectors are
rendered human-interpretable by approximation of their representation with its nearest
neighbour words in the semantic vector space, they reflect conceptual commonalities be-
tween verbs similar to those targeted in lexical-conceptual semantics. Moreover, our case
study shows that distributional representations reveal conceptual features of verb meaning
that are difficult if not impossible to detect and represent in theoretical frameworks of
lexical semantics and thus that a general theory of word meaning requires a combination
and complementation of lexical and distributional methods.

1 Introduction

A general theory of lexical representation is key to a compositional theory of the meaning of
supralexical linguistic expressions. On these premises, the present paper investigates the rela-
tion between two approaches to word meaning: alternation-based lexical-conceptual semantics
and usage-based distributional semantics.

In theoretical linguistics, a widely adopted hypothesis that drives research in lexical semantics
is that “syntactic properties of phrases reflect, in large part, the meanings of the words that
head them” [7]. One way to represent these syntactically relevant components of meaning is to
decompose a verb’s meaning into a fixed set of primitive predicates and constants from a limited
set of semantic types. Typically, verbs of the same semantic class have common substructures in
their decompositions, e.g. all verbs of change of state involve a substructure with the primitive
‘become’; and in which a constant names the state (e.g. ‘broken’) filling the second argument
of ‘become’. But syntactic properties of phrases have been argued to reflect even more fine-
grained distinctions among verbs. For example, to explain the grammaticality of verbs in the
conative construction, i.e. She cut at the bread vs. *She broke at the bread, it has been proposed
that the relevant distinction is of a conceptual nature. In the terminology of [10], the relevant
distinction is realized by a “narrow-range” lexical rule: cut is a verb of motion, contact and
causation whereas break is a verb of pure causation. Consequently, the concepts of motion,
contact and causation must be represented in the particular meaning of a verb in a way that
syntax can be sensitive to. That is, syntactic evidence not only provides a characterization of
the general “templatic” aspects of verb meaning but also of the narrow-range constraints on
the usage of a particular verb. As [6] shows impressively, when we extend the search for such
syntactically represented conceptual distinctions to a wider range of verbs and constructions,

*The research reported in this paper has been supported by a DFG grant to the projects B4 (Pross,
RofBdeutscher) and B9 (Padd, Lapesa, Kisselew) of the Collaborative Research Centre 732 “Incremental Speci-
fication in Context.”
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a systematic and fine-grained lexical-conceptual classification of verb meaning can be induced.
We refer to this particular alternation-based approach of verb meaning in the following as the
lexical-conceptual structure (LCS) approach to verb meaning.

A popular computational approach to lexical semantics, namely distributional semantic models
(DSMs), starts from the hypothesis that “words that occur in similar contexts tend to have
similar meanings” [12]. Accordingly, the distribution of a word’s contexts are considered central
to the construction of a suitable meaning representation of that word. A DSM representation
of the meaning of a word is typically a point in a high-dimensional vector space, where the
dimensions of the vector correspond to context items, e.g. co-occurring words, and the coor-
dinates of the vector are defined by the strength of these context items, e.g. co-occurrence
counts. Contextual similarity then becomes proximity of word meanings in the vector space.
The DSM approach to word meaning is often illustrated by appeal to intuitions like the follow-
ing (see e.g. [3]): football is similar in meaning to soccer since many of the words surrounding
instances of football within a contextual window of a sentence are the same as the words
surrounding instances of soccer. Theories of verb meaning like the LCS framework have been
related to DSM approaches of word meaning with so-called “structured” DSM models [1], where
DSM representations are not harvested from an unstructured window of tokens surrounding a
given word, but from the distribution of words in specific syntactic-semantic frames. When the
semantic feature spaces of structured DSM representations of contextual similarity are input
to supervised classification or unsupervised clustering algorithms, verb classes similar to those
identified in the LCS framework can be induced, see e.g. [11] for a discussion of the relationship
between contextual similarity and theoretically defined verb classes. Another relevant distinc-
tion regarding DSM models concerns the way in which they are constructed. In what follows,
we refer to classical DSMs built by accumulating co-occurrence information from structured or
unstructured data as “count”-DSMs, and to DSMs extracted with neural network architectures
as “predict”-DSMs. At the quantitative level, count DSMs are high-dimensional while predict
DSMs are low-dimensional. From a qualitative point of view, the dimensions of count-DSMs
correspond to actual words, while the dimensions produced by predict-DSMs can be thought of
as soft clusters of context items [8] that do not correspond to actual words. However, whether
or not the dimensions of a DSM model correspond to an actual word is insofar irrelevant as
the adequacy of DSM representations is traditionally not determined by inspection of the DSM
representation by itself but rather by evaluating the adequacy of a DSM representation against
a gold standard (or a “Downstream Task”) for a given clustering or classification problem. But
by focusing solely on the successful reproduction of a gold standard, [5] concludes from a case
study on structured DSM classification of Italian verbs, one may miss the right goal because
one may well reproduce a given gold standard of classification while still there is “little un-
derstanding of the meaning components, i.e. the semantic features, relevant to analyze verb
meaning”. Importantly, the same difficulties with respect to the identification of the conceptual
building blocks of word meaning arises for theoretical approaches to word meaning like the LCS
framework, as the identification of those conceptual elements involved in narrow-range lexical
rules and the definition of semantically cohesive subclasses of verbs are the methodological
blind spot of the LCS approach to verb meaning. For example, [13] argues that the assumption
that contact and motion are required for a verb to enter the conative construction are “purely
stipulative” and that “there is no explanation why verbs that express motion and contact —
and not even all of them — should enter into the alternation to the exclusion of verbs that do not”.

We address the question for the conceptual building blocks of word meaning by using the un-
structured predict-DSM approach to word meaning not only as a tool to reproduce an already
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established (human-crafted) gold standard but as way to explore previously unknown concep-
tual aspects of word meaning and thus as a genuine technique of lexical semantics on par with
alternation-based approaches like the LCS framework. We show that when predict-DSM rep-
resentations are rendered human-interpretable by approximation of the representation with its
nearest neighbour words in the semantic vector space, the resulting characterization reflects
conceptual commonalities between verbs similar to the narrow-range lexical rules of Pinker or
Levin’s semantically cohesive subclasses and in fact reveals conceptual features of verb meaning
that are difficult if not impossible to detect and represent in frameworks of lexical semantics
like LCS. We develop our argument by comparing a classification of 80 German verbs prefixed
with the preposition wber (‘over’) into semantically cohesive verb classes a la Levin with the
output of an unsupervised clustering of the same set of iber-verbs (section 2). Second, we argue
that rendering DSM representations transparent is not only highly diagnostic for word meaning
but even more so for more complex cases of meaning composition (section 3). Adopting an
additive model of the composition of DSM representations, we show that rendering transparent
the difference vector that results from subtracting the DSM representation of a base verb from
the DSM representation of an éber prefixed-verb reveals insights into the conceptual underpin-
nings and effects of the process of prefixation like meaning shifts which, although linguistically
reflected, standardly escape the attention of lexical semanticists. Section 4 concludes.

2 Simple meaning spaces

The basic use of dber (‘over’) is as a preposition with two distinct meanings. Depending on the
aspectual class of the matrix verb, an #ber-PP can refer to the direction of the motion of an
accusative reference object as in (1) or to the location of a dative reference object as in (2).

(1)  Der Mann sprang iiber den Zaun. (2)  Das Bild hing tiber der Tiir.
the man jump over the.ACC fence the painting hang over the.DAT door
“The man jumped over the fence” ‘The painting hung above the door’

German has a productive mechanism of word formation by affixation of prepositional elements
like diber to a base verb. In the following, we distinguish four lexical-conceptual classes of Ger-
man uber-affixed verbs by considering the participation of these verbs in locative alternations,
the licensing of PP complements and case assignment. First, when dber is affixed to a verb
as in (3), the derived verb describes a movement ACROSS some obstacle. As (1) shows, a PP
complement construction with dber is licensed with motion verbs like springen.

(3)  Der Mann iibersprang den Zaun.
the man over-PRFX.jump the.ACC fence
‘The man jumped over the fence’

Second, when dber is affixed to change of possession verbs like geben (‘to give’), the prefixed
verb describes the transfer of an object x from A to B as in (4). The argument marked with
dative case identifies the location at which the transferred object x ends up. No tber PP-
complement construction is possible with the base verb (5).

*Er gab den Brief iber sie.
he give the letter over her

(4)  Er tibergab ihr den Brief (5)
he over-PRFX.give her.DAT the.ACC letter
‘He handed her over the letter’
A third class of dber-affixed verbs describes the APPLICATION of an object to another object as in
(6-a). This class of APPLICATION verbs is distinguished from the ACROSS class by participation
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in a locative alternation as in (6-a)/(6-b).

(6) a. Peter tiberklebte den Kratzer mit einem Aufkleber.
Peter over-PRFX.glue the scratch with a sticker.
‘Peter over-pasted the scratch with a sticker’
b. Peter klebte den Aufkleber iiber den Kratzer.
Peter paste the sticker over.PREP the scratch.
‘Peter pasted the sticker over the scratch’

Fourth, diber-affixation of a verb can also be used to describe that the event denoted by the
verb exceeds a certain contextual standard on a SCALE provided by the base verb, see (7). No
PP-complementation with dber is possible for the SCALE-class and the direct object receives
accusative case (8).

(7)  Er iiberbewertete die Aktie. (8) *Er bewertete iiber die Aktie
he over-PRFX.value the.ACC share

‘He overvalued the share’

he value over the share

We assigned up to 20 dber-prefixed verbs to each of the four lexical-conceptual classes identified
in the previous section and extracted distributional vectors with 300 dimensions for the tber-
prefixed verbs and their morphologically and semantically related base verbs using the CBOW
model proposed by [9] with a symmetric 5-word window. The vectors were extracted from
SdeWac [4], a web corpus created from a subset of the DeWaC corpus. It contains about 45m
sentences selected to be well-formed sentences. We use an unstructured DSM because these
models are the simplest possible ones, make the fewest assumptions, and we were interested in
assessing the topic-oriented perspective that they provide (rather than the relationally-oriented
perspective of structured DSMs). We then computed pair-wise cosine similarity between the
distributional vectors. We then tried to establish a hierarchy among the computed pairwise
similarities with the hierarchical agglomerative clustering algorithm from the SciPy package
using the unweighted pair group method with arithmetic mean as linkage algorithm. Manual
inspection of the hierarchy output by the clustering showed that our lexical-conceptual classifi-
cation is reproduced fairly well in that the verbs from the TRANSFER class (t) in (9), the SCALE
class (s) in (10), the ACROSS class (a) in (11) and the APPLICATION class (ap) in (12) are by
and large grouped together hierarchically. Certainly, each of the clusters contains some outliers,
but closer inspections shows that these outliers are mainly due to errors in the preprocessing
or ambiguities. This is a remarkable result, insofar as the underlying DSM is unstructured,

whereas in computational linguistics verb classes are standardly reproduced with structured
DSMs.

(9)  TRANSFER iibergehen (pass s.th.over) (a); tibereignen (convey) (t); tiberfithren (lead
across) (a); iibernehmen (take over) (t); iiberlassen (let s.o. s.th. for use) (t); iibe-
rantworten (pass repsonsibility) (t); tibersenden (send) (t); tibermitteln (transfer)(t);
iiberreichen (hand over) (t); iibergeben (hand over) (t); iiberweisen (trans-scribe) (t);

(10)  SCALE iiberstimmen (outvote) (s); iiberreprisentieren (overrepresent) (s); iiberspielen
(copy) (t); liberhoren (miss s.th.) (a); iiberreizen (overexite) (s); iiberfordern (over-
strain) (s); tiberstrapazieren (overstrain) (s); iibertreiben (overdo) (s) ; iibersteigern
(surmount) (s); iiberzeichnen (make burlesque) (s); iiberdrehen (overwind) (s); iberspitzen
(exaggerate) (s); tiberhohen (inflate) (s); iiberladen (overload) (s); tiberfrachten (over-
charge) (s); iiberschétzen (overestimate) (s); iiberbewerten (overrate)(s); iibersehen
(overlook) (a); iiberwiegen (outweigh) (s); iiberbuchen (overbook) (s);
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(11)  ACROsS Ubersetzen (translate) (t); tiberliefern (pass down) (t); iiberschreiben (trans-
fer) (t); tiberlesen (skip) (a); iiberbldttern (page over) (a); tiberfliegen (fly across)
(a); iberarbeiten (overwork) (s); iiberschreiten (overstep) (a); iibertreten (cross) (a);
iiberspringen (jump over) (a); iiberschauen (survey, overlook) (a); iiberkreuzen (cross)

(a);

(12)  APPLICATION iiberhéngen (cover by hanging s.th.) (ap); tiberstreuen (cover with sprin-
kles) (ap); iiberstduben (cover with dust) (ap); iibergiefen (douse) (ap); iibersprithen
(cover by spraying) (ap); tlberstreichen (cover with paint) (ap); iibermalen (cover
by painting) (ap); iiberkleben (paste over)(ap); tiberziehen (cover with a coat) (s);
iibertiinchen (cover with whitewash) (ap); iiberdecken (cover) (ap); iiberlagern (over-
lay, interfere) (ap); iiberbauen (build s.th. across s.th.) (a); tiberklettern (climb over)
(a); iberwachsen (overgrow) (ap); iibersien (reseed) (ap); liberragen (tower above)(a);

But the clustering allowed for an even more interesting insight, as it gave rise to the addi-
tional fifth cluster in (13), where verbs which we classified differently in our lexical-conceptual
approach are clustered together.

(13)  OVERPOWER iiberrollen (overrun) (a); iiberrennen (overrun)(a); iiberschwemmen
(flood, drown) (ap); tberfluten (deluge) (ap); tiberfallen (attack) (s); tiberwéltigen
(overwhelm) (s); tiberkommen (be assailed by sth.) (trans); tibermiiden (overfatique)
(s); uberfahren (knock down) (a); iiberfressen (overeat) (s); Uberschiitten (spill s.th.
on s.0.) (ap); Uiberhdufen (heap on) (ap);

If, as is customary in computational linguistics, the quality of the clustering would be measured
in terms of predicting the gold standard provided by our four hand-crafted lexical-conceptual
classes, then we would have to conclude from (13) that the parameter settings of our clustering
algorithm should be revised to achieve a higher precision. But closer inspection of the verbs in
the fifth cluster suggests that there may be another option to interpret the clustering result:
Maybe the additional cluster did not come about by accident but identifies an additional class
of iiber-verbs which we were not able to detect with the admittedly simplistic lexical-conceptual
diagnostic tools we employed. Because predict-DSM representations cannot be assessed to find
out whether the fifth cluster came about by accident (and thus the algorithm is wrong) or
is semantically cohesive (and thus the gold standard is wrong) we approximated the vector
representations of the dber-verbs in the fifth cluster with their “nearest neighbours” (where
proximity in space of two vectors is identified by their dot product as in [8]) to determine the
ten words nearest in the semantic vector space to the target word. Consider the base verb
rennen (‘to run’) (14) and the derived verb dberrennen (‘to overrun’) (15).

(14)  rennen (to run) BASE
springen.V schnappen.V zurennen.V hiipfen.V wegrennen.V schreien.V briillen.V

jump snap towards-run hop run-away scream yell
schleichen.V aufspringen.V schreiend. A
creep jump-up screaming

(15) tiberrennen (to overrun) DERIVED
Horde.N belagern.V Truppe.N Ubermacht.N Streitmacht.N einmarschieren.v

hord besiege troop superiority  force invade
stliirmen.V erobern.V besiegen.V umzingeln.V
assault conquer defeat surround
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What the representation for (iber)rennen shows, and this generalizes to the verbs that were
clustered together in (13), is that these verbs were not clustered together by accident but rather
because they share a common conceptual core. The dber-prefixed verbs describe unforeseeable
events of overpowering instances of (natural) forces exertion. Interestingly, nothing in the lexical
semantics of rennen or dber (at least according to the standards of lexical-conceptual semantics)
indicates the possibility of such a meaning shift through dber-prefixation. Although apparently
trivial, the observation that the nearest neighbour characterizations which can render opaque
DSM representations interpretable by humans encode a certain kind of lexical-conceptual knowl-
edge in the sense of Levin and Pinker has not been made in the literature before. One reason for
this may be, as already mentioned, that DSM representations are standardly evaluated with re-
spect to a gold standard. Gold standards are tied to specific purposes and hypotheses, whereas
what we aim at doing is exploratory work, i.e. to try to give a linguistic interpretation to the
information encoded in a DSM. Moreover, making DSMs transparent indicates an advantage
of using an unstructured DSM, because the nearest neighbours of a given vector are topical in
nature and do not require similarity with regard to the fillers of specific syntactic positions (e.g.
direct objects). In this manner, they capture more abstract and general conceptual features of
the semantic space, as indicated e.g. by the verbs belagern (‘to besiege’) and umzingeln (‘to
surround’) in (15).

3 Complex meaning spaces

We suggested in the previous section that DSM representations encode aspects of word mean-
ing that are difficult to target by means of grammaticality judgements at the syntax-semantics
interface as in the LCS-framework. What kind of observations are we to expect for the compo-
sition of DSM representations? To approach this question, we adopted an additive model of the
composition of DSM representations [2], and represented the meaning shift that results from
the composition of a base verb with its prefix by the difference between the base verb vector
and the prefix verb vector. Using the same method of nearest neighbour approximation as in
the previous section, we rendered transparent the “shift” vector that results from subtracting
the DSM representation of a base verb from the DSM representation of the corresponding dber-
prefixed verb. Thus, we did not try to learn one general DSM representation of the prefix iber
(because a general DSM representation will smooth out the meaning of dber) but calculated
for each pair of observed base and derived verb the specific “’surplus” that ber makes to the
construction. We then investigated the question whether a general semantic function of uber-
prefixation can be induced from the idiosyncractic meaning that our additive model of DSM
representations assigns to dber in a specific construction. Consider first (16).

(16) kleben (to glue) BASE
aufkleben.V ausschneiden.V Klebeband.N festkleben.V bekleben.V

glue.on.PRTC.glue out.PRTC.cut tape fix.glue be.PRXF'.glue
verkleben.V tropfen.V ankleben.V bemalen.V abwischen.V
fix drop on.glue be.PRFX.paint wipe-off

(17) iberkleben (to cover) DERIVED
Aufkleber.N bekleben.V Plakat.N Schriftzug.N Aufschrift.N kleben.V

sticker be.PRXF.glue poster letters label glue
aufkleben.V bedrucken.V Aufdruck.N prangen.V
on.PRTC.glue be-print logo be-respleshdent
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(18) iber (over) SHIFT
vorgenommen.A Bundesarchiv.N Biirgerbegehren.N  Riistungsexport.N

planned federal-archive petition-referendum export-of-arms
Freiheitsstrafe. N Umbenennung.N erfolgt.A Kiirzung.N staatlich.A irrefiihrend. A
prison-punishment re-naming done short-cut  state misleading
propagandistisch. A

propaganda

When there are some shared nearest neighbours of the base vector and the derived vector (in-
dicated by the bold face neighbours in (16)/(17)), the shift vector is basically noise and the
meaning of the derived verb is compositional. That is, the combination of the verb kleben and
the prefix diber yields the APPLICATION meaning predicted by our lexical-conceptual classifi-
cation, in which the meaning of the prefix and the derived verb is the same as the meaning
of the preposition and the base verb in the locative alternation, see (6). In contrast, schauen
(‘to look’) /iberschauen (‘to survey’) as in (19)-(21) constitute a prototypical example where
there are no salient shared neighbours of the base and the derived vector, but where the derived
vector shares salient neighbours with the shift-vector.

(19) schauen (to look) BASE
gucken.V starren.V anstarren.V  anblicken.V blicken.V anschauen.V angucken.V

peer stare at.PRTC.stare look-at-so. look look-at-s.o. peer-at-s.o.
grinsen.V licheln.V reinschauen.V
grin smile look-into-s.th

(20)  uberschauen (to survey) DERIVED
iiberblicken.V Komplexitiat.N Tragweite.IN Gestirn.N Mannigfaltigkeit.N

survey complexity bearing luminary complexity
Einbildungskraft.N Ansehung.N Gesamtzusammenhang.N Materie.N
imagination reputation totality interstellar-matter

uniiberschaubar.A
unmanagable

(21) iber (over) SHIFT
Komplexitat.N Berticksichtigung.N Folgewirkung.N Gesamtheit.N
complexity taking-into-account consequence totality
Verflechtung. N Umwelteinwirkung.N Beeintrachtigung. N Tragweite.N
interconnection environment-consequence impairment bearing
Funktionstréager.N Differenzierung.N
administrator differentiation

We propose that when the overlap in nearest neighbours is greater between derived and shift
vector ((20)/(21)) than between base and derived vector ((19)/(20)), this indicates that the
meaning of the derived verb is figurative and that the meaning of the prefix @ber and the base
verb schauen in combination is different from the meaning these words have in isolation. We
call such a meaning of a complex expression that cannot be reduced to the meanings of its
constituents “holistic”. Tellingly, in contrast to uberkleben (17), the base verb schauen is not
among the nearest neighbours of the derived verb wberschauen (20). The holistic semantic effect
of prefixing schauen with dber is linguistically reflected in the ungrammaticality of the locative
alternation with tuberschauen. Whereas the meaning of the base verb schauen licenses the
realization of the Ground argument with a PP-complement (22-a) but not as the direct object
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of a prefix-construction (22-b), the holistic meaning of the prefix verb dberschauen licenses the
Ground argument only as a direct object (23-b) but not as a PP complement (23-a).

(22)  a. Der Mann schaute iiber die Stadt.
the man look  over.PREP the city
‘The looked over the city.’
b. 7?Der Mann iiberschaute die Stadt.
the man over-PRFX.see the city
‘The man overlooked the city.’

(23)  a. *Der Mann schaute iiber die Komplexitét des Problems.
the man look  over the complexity the.GEN problem
b. Der Mann iiberschaute  die Komplexitat des Problems.
the man over-PRFX.look the complexity the.GEN problem
‘The man surveyed the complexity of the problem.’

An intuitive explanation for the contrast between (22) and (23) may be given as follows. In (22),
schauen is a perception verb that can be complemented with a PP specifying the perceptual
space (i.e. that the subject has a view over the city). Consequently, because in (23) a spatial
specification of the field of view with a PP is ungrammatical, this suggests that the relevant
dimension of meaning in which dberschauen is interpreted is no longer spatial, as would be
expected for a verb that participates in the locative alternation. Instead, the composition of
the verb and the prefix induces a holistic semantic effect by which the meaning of the prefix-verb
is dislocated to a dimension of meaning not present in the prefix or the base verb in isolation. A
quite similar holistic effect of meaning composition is involved in pure form in the fifth cluster of
verbs of ‘overpowering’ (13), where the distributional characterization shows that the expected
change of location reading is by and large replaced by the dislocated meaning of an unforeseeable
event of (natural) force. In other words, whereas the meaning of the preposition and verb in the
composition of iberkleben is “rigid” (i.e. the meaning is not sensitive to context) and the salient
dimensions of meaning of the preposition and the verb do not change through composition, the
meaning of the preposition and verb in the composition of dberschauen is ‘non-rigid’ and the
salient dimensions of meaning of the preposition and the verb do change through composition.
While such intuitions about the “dislocation” or “change” of a word’s meaning dimensions are
quite plausible when word meaning is perceived as a point in a high-dimensional vector space
as DSM representations do, these intuitions are difficult to detect and represent in terms of
lexical operations on the LCS of the base verb. Consequently, the way in which we phrased our
intuitions hints towards the possibility that transparent DSM representations are better suited
to make precise the semantic operation underlying the contrast between (22) and (23) on the
one hand and schauen and kleben on the other. To foster an intuitive understanding of what
it means that the meaning components denoted by the dimensions of a pair of vectors remain
(mostly) unchanged in one case, but change in others, in the following we frame the contrast
between (16)/(17) on the one hand and (22)/(23) on the other in a figurative understanding of
meaning as a vector space. Thus, the following elaborations are neither intended as formally
accurate explanations of DSM representations — in particular, we use nearest neighbours as
approximations of dimensions — nor as lexical representations of word meaning in the traditional
sense. Instead, we use the idea of meaning being represented in a vector space in a non-technical
way to highlight what we believe is the specific “surplus” of DSM representations of meaning
when compared against LCS-style analyses.

Consider first the simple rigid composition of kleben and iber, where the base verb and the
derived verb have salient nearest neighbours in common, i.e. the bold-faced nearest neighbours
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in (16)/(17). For the sake of illustration, assume that we characterize the meaning of the base
and derived verb with two of these shared salient nearest neighbours — (bekleben (paste sth. up
) and aufkleben (to glue sth. on)) — and interpret the vectors associated with these neighbours
as the dimensions of the meaning of the base and derived verb. Second, in the holistic case
(19)/(20), the derived verb and the shift vector but not the base and derived verb share salient
dimensions of meaning. Assume for the sake of illustration that we characterize the base verb
schauen with its two most salient nearest neighbours gucken (‘to peer’) and starren (‘to stare’)
and the derived verb with its most salient nearest neighbour Komplexitit and that we use the
vectors associated with these nearest neighbours as the meaning dimensions of the base and
derived verb. The figures (24) and (25) visualize the meaning spaces characterized by these
assumptions, where we represent the contribution of dber according to our additive composition
model as a dotted vector.

(24)  rigid meaning composition (25)  holistic meaning composition

gucken

aufkleben

kleben uberkleben

schauen

starren

bekleben Komplexitat

In (24) the meaning components denoted by the dimensions of the vectors remain (mostly)
unchanged, but are deleted or overwritten in (25). That is, in (24) the composition of wber
and the base verb retains the original meaning dimensions and adds new dimensions already
present in the meaning of the base verb, but in (25) the meaning dimensions of the base verb
are replaced with new ones not present in the meaning of the base verb. Figuratively speaking,
the derived verb berkleben lives in the same meaning space in which the base verb lives. In
contrast, tberschauen lives in a region of the meaning space different from that in which the
constituents dberschauen is composed of are located. In sum, whereas rigid composition is
dimension-preserving and the meanings of iber and kleben are the meanings these words have
in isolation, holistic composition is non-dimension-preserving and the meaning composed of iber
and schauen cannot be decomposed to the meanings the preposition and the base verb have
in isolation. Concluding, what we intend to make tangible with (24)/(25) is that the relation
between lexical-conceptual semantics and DSM representations is more complex than it appears
at first glance. In particular, the differences between the two are not just of a technical but also
of a conceptual nature; the high dimensionality of the meaning space encoded in a DSM captures
aspects of verb meaning that cannot be detected and represented with lexical frameworks like
LCS (which focus on specific meaning dimensions like event or argument structure). But
precisely because the “surplus” of DSM representations of word meaning falls outside the scope
of traditional lexical semantics, this raises the question for how phenomena like the holistic
meaning composition in (25) can be operationalized in a way that is compatible with established
frameworks of lexical semantics like LCS. Given these complimentary strengths of LCS and DSM
models of word meaning, we believe that a further investigation of the combination of lexical-
conceptual and usage-based approaches may lead to an empirically grounded and theoretically
sound theory of word meaning in its entirety.
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4 Conclusion and Outlook

By means of a case study, we aimed to show that transparent DSM representations, when
compared with the more traditional approach of lexical-conceptual semantics, provide a novel
and exciting way to investigate the conceptual underpinnings of verb meaning in an empirically
grounded and theoretically unbiased way. However, throughout the paper we were at pains to
limit our attention to the discussion of observations we made rather than attempting to put
forward a systematic theory of DSM representations and the principles of their composition. We
remained reluctant with respect to broad claims about the nature and status of DSM represen-
tations because we simply put aside a question which, although of fundamental importance, we
were not able to address given the goals and limitations of this paper. While it is standardly as-
sumed in the literature (without further argument) that DSMs represent the meaning of words,
in our case study we assumed that DSMs represent conceptual features (in the sense of Levin’s
cohesive semantics features of Pinker’s narrow range lexical rules) only loosely associated with
a specific word. In order to develop a systematic theory of what it is that DSM representations
encode and consequently how DSM representations figure in the view of compositional meaning
computation advanced in formal semantics, we believe that it is necessary to get a better un-
derstanding of what the objects of meaning are that DSM representations encode, for it makes
a difference whether we are concerned with a theory of concepts and their linguistic expression
or a theory of linguistic expressions and their conceptual underpinnings.
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Abstract

This paper semantically analyzes “free perception” sequences in pictorial narratives
such as comics, where one panel shows a character looking, and the next panel shows what
they see. Pictorial contents are assumed to be viewpoint-centered propositions. A frame-
work for the representation of pictorial narratives is used where indexing and embedding
of certain panels is characterized by hidden operators. The resulting enriched pictorial
narratives are interpreted in a dynamic framework. A possible worlds construction using
action alternatives captures the epistemic effect of perceptual actions. Free perception
sequences are implicitly anaphoric, as analyzed using cross-panel indexing. It is argued
that some cases of free perception are truly intensional, and must involve embedding in
the framework that is employed. Examples are drawn from comics and film.

1 Introduction

A common pattern in comics is a “free perception” sequence in which one panel shows a
character looking, and the subsequent panel shows what is seen. The pair in (la) is from S.
Tan’s the Arrival, showing a man looking down, and some enigmatic writing and graphics on
the sidewalk.! It is understood that the second picture shows what the man sees. For another
example, in Simone Lia’s Fluffy, the character Michael has lost his rabbit Fluffy on a train.
Searching, he looks into a cabin, and hallucinating, sees a girl eating a rabbit in a sandwich
(see 1b). It is subsequently clarified that the girl was eating a kipferl, a kind of pastry.

F{Al V8N
Yn.oe

T VRIS SR SN

The same phenomenon is found in film. (2) shows three frames from the Third Man, showing
a man looking off camera to his left, with the final frame showing what he sees.?

*Thanks to Ede Zimmermann for comments. A preliminary version of this work was presented at Gothe
University, Frankfurt in summer 2017. Thanks to the audience for their reactions. The images in the paper
that are quoted from comics and film are used for educational and critical purposes, and are property of their
respective owners.

L The Arrival is entirely wordless, lacking captions, thought bubbles, and speech bubbles. Such works are
of special interest in the study of pictorial narratives.

2 Such “eyeline match” transitions are part of the system of film continuity editing. Cumming et. al. (2017)
is a semantic study of aspects of this system.

Proceedings of the 21°° Amsterdam Colloquium

85



There are closely similar examples in natural language narratives (Brinton 1980). Frequently
they consist of an eventive clause that describes someone looking, followed by a stative clause
describing what is seen. See (3a-c). Sometimes the information that a character looks is
accommodated, as in (3d).3

(3) a. Ilooked back up the sidewalk, and that angry kid was walking toward me.
b. When I looked up a guy with a metal detector was walking toward me.
c. He looked at his mother. Her blue eyes were watching the cathedral quietly.
d. “Look!” Fred turned around. Jack was coming across the street towards him.

Current work on the semantics of pictures and pictorial narratives uses a possible-worlds
model of information content (Greenberg 2011; Abusch 2012, 2016), based on the projective
model of the semantic content of pictures (Hagen 1980). It is assumed here that a pictorial
content is a viewpoint-centered proposition, modeled as a set of pairs of a world at a time
and a geometric viewpoint (Rooth and Abusch 2017). A viewpoint is an oriented location in
space, equivalent to the station point in the classical theory of perspective, or the location of an
idealized camera. Functional notation is used for geometric projection, with m(w,v,l, M) = p
meaning that world-time w projects to picture p from viewpoint v. M and [ are parameters
for geometric projection.* Pictorial contents are obtained by inverting projection, [p]* =
{{w,v)|m(w, v,1, M) = p}.®

In order to model perceptual events and their epistemic properties, a construction of worlds
as finite sequences of primitive events is assumed. Given a world w that satisfies the precondi-
tions of an event a, wa is a world (at a time) where event a happened last. Perceptual events
such as an agent looking come with event alternatives, and this is used in characterizing their
epistemic properties. Thus we assume a construction of possible worlds as finite sequences of
events, as in situation calculus (Reiter 2001), and a modeling of the epistemic consequences of
events using Kripke relations on events, as in Baltag, Moss, and Solecki (1998).

Indexing across panels is significant in free perception sequences, because the agent about
whom a free-perception picture gives visual-epistemic information is depicted in the previous
panel. Characterizing the semantics of a free-perception panel involves reference to that agent,
and this is a matter of indexing or anaphora across panels. Abusch (2012) introduced a syntactic
approach to indices or discourse referents in pictorial narratives. Geometric points are inter-
leaved with the narrative, and these points have the function of introducing and constraining
model-theoretic values for discourse referents. Co-indexing is expressed with formal equalities.
To illustrate, (5) is a short comic of two cubes moving apart, enriched with four discourse
referents, and equalities between them. The notation is explained in a moment.

3 (3a) is from a report by Larry Gross in CityBeat. (3b) is from the story “Ghosts” by Brian Hart. (3c) is
from Lawrence’s Sons and Lovers, as quoted by Brinton. (3d) is from Brinton (1980).

4] defines projection lines in terms of v, distinguishing for instance orthographic from perspectival projection.
M is a marking rule that determines, for instance, that in (4), edges of geometric objects are marked in black.

5Abusch (to appear) is a survey of current work in this framework.
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(4) (0.3,0.3), (0.6,0.4) @ . (0.3,0.3),(0.7,0.5),1 =3, 2 =4

An enriched pictorial narrative provides information about a world, a viewpoint, and a
sequence of individuals, with the latter functioning as witnesses for discourse referents. (5)
illustrates the form of a semantic satisfaction clause, where a certain tuple satifies a certain
enriched pictorial narrative to the right of the turnstile. w is a world-state, constructed as
above; v is a viewpoint, interpreted as the viewpoint for the last picture, and (z1,x2, x3,x4) is
a tuple of witnesses for discourse referents. (In (5), the colors and colored dots are not part of
the formula.)

(5) w,v,(xl,:rg,mg,gm) ':

(0.3,0.3), (0.6,0.4) @ ‘ (0.3,0.3),(0.7,0.5),1=3, 2 =4

Discourse referents are introduced with the interleaved geometric points. In (5), the point
(0.7,0.5) is construed as a location in the preceding picture, and it introduces a discourse referent
for the cube on the right in this picture (see the elements flagged in red). The point (0.3,0.3)
introduces a discourse referent for the cube on the left in the last picture, flagged in blue.
Similarly the points coming after the first picture introduce discourse referents for the cubes
in that picture (flagged in green and brown). The semantics for discourse referents is random
assignment, accompanied by a geometric constraint that locates objects in the model along
a line determined by the current viewpoint and the geometric point specified in the discourse
referent.% Formal equalities between natural numbers encode indexing across panels. A recency
conventions is used: 1 is the most recently introduced discourse referent, 2 is the penultimately
introduced discourse referent, and so forth. In (5), the equality 1=3 equates the dref for the
cube on the right in the second picture with the dref for the cube on the right in the first
picture. Similarly, 2=4 equates the drefs for the cubes on the left in the two pictures, which are
flagged in blue and brown. The framework is comparable to a dynamic semantics for natural
language where a discourse provides information about a world state and a list of individuals
(Decker 2012).

The project for this paper is to use this toolkit to give a semantics for free perception in
pictorial narratives. An important issue is the distinction between veridical free perception
sequences such as (1a), where the free perception panel is construed as true of the base world
timeline, and non-veridical ones such as (1b), where the base world timeline does not (or need
not) satisfy the content of the free perception panel.

6See Abusch (to appear) for the details. Making it possible to state the semantics of discourse referents in
this way is the motivation for storing the viewpoint for the last picture in the satisfying tuple.
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2 LFs for free perception

We use the notation (p, q) for a free perception sequence, where p is the setup picture showing an
agent looking, and ¢ is the panel showing what the agent sees. In analyzing such sequences, there
is an interplay between hypothesized logical forms for the narratives, interpretive principles for
those logical forms, and modeling of the semantics of perceptual acts. We pursue a strategy
of adding syntax to the narrative, in order to allow it to be interpreted incrementally and
compositionally. Section 1 already mentioned that free perception sequences involve implicit
anaphora to an agent in the first panel: a discourse referent for that agent should be added
after the first panel, and then the semantics of the second panel should refer to that discourse
referent. So a general hypothesis about the form of free perception sequences is (6), where p
is the setup picture showing an agent looging, d introduces a discourse referent for that agent,
and the complex ¢(gq,1) interprets the second picture ¢ in a way that explicitly or implicitly
gives information about the visual-epistemic state of the agent. ¢(q, 1) could involve syntactic
embedding of ¢, or the addition of some conjuncts in a top-level sequence where ¢ is a dynamic
conjunct.

(6)  pdolg1)

To start, consider tuples that satisfy a non-enriched version of Fluffy sequence, as in
(7a). Given the basic semantics, for any world w and viewpoint v that satisfy the narra-
tive, m(w,v,l, M) = ¢, i.e. w looks like the second picture from viewpoint v. Of course, when
we understand that Michael hallucinates, base worlds that satisfy the narrative do not (or need
not) look like the rabbit sandwich picture from any viewpoint. The same point carries over
to narratives with interleaved conjuncts. Whatever conjuncts are inserted in the position of
the dots in (7b), any world w that satisfies the enriched narrative in the way shown in (7a)
must have a prefix that satisfies the sandwich picture from some viewpoint. In other words,
any narrative of the form seen in (7b) with the sandwich picture as a top-level conjunct en-
tails (roughly) that a girl is eating or has eaten a rabbit sandwhich. This is the consequence
of top-level pictures being interpreted extensionally, as providing information about what the
base world (the world in the tuple to the left of the turnstile) looks like from some viewpoints at
some times. Turning this result around, non-veridical free-perception panels are not top-level
conjuncts.

—

J

7 a w,v,@lqu’ ﬁ /

We deal with this conclusion by hypothesizing covert embedding of non-veridical free per-
ception panels. The syntax in (8) is inspired by the syntax of clausal embedding in natural
language. P is a covert verb (roughly, “see”) that embeds the free perception panel as a com-
plement, and has the index 1 as its covert subject. This index picks up the discourse referent
for Michael that is introduced by d after the first panel. Given this syntax, it is the semantics
of the phrase headed by P, rather than the sandwich picture, that places a constraint on the
world variable to the left of the turnstile. This semantics is taken up in the next section. The
syntactic proposal is fairly minimal, in that it gives access to the free-perception panel and
the perceiving agent, and by embedding the free perception panel, it blocks an extensional
interpretation.”

"The proposal is syntactic in the same way that the introduction of discourse referents and equalities between
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What about free perception sequences that are understood veridically? In (la) we un-
derstand that worlds that satisfy the narrative do look like the second panel from the visual
perspective of the agent depicted in the first panel. And we understand that worlds consistent
with the Third Man look like the third image in (2) from the perspective of the man depicted
in the first two images. Should an embedding syntax as in (8) be used also for such cases? Or
for them, should an extensional syntax be hypothesized? We develop both options.

The idea for an extensional analys of sequences such as (1) and (2) is that the free percep-
tion panel is a top-level conjunct, but with a particular geometric viewpoint enforced. In the
satisfaction clause (9) v to the left of the turnstile memorizes the viewpoint for ¢ (here p is the
setup picture, d introduces a discourse referent for the agent in p, and ¢ is the free-perception
frame). The recursive semantics ensures that w looks like ¢ from v. This viewpoint v is in
principle unconstrained, but here is understood to be a geometric viewpoint determined by
the agent 1, corresponding to the location of the eyes (or other visual system) of that agent.
Accordingly we add a geometric predicate V' (z), which contributes the geometric constraint
that the ambient viewpoint is the oriented location of z’s visual system. When V(1) is added
to the right of the free perception panel as in (10), it enforces that the viewpoint for the free
perception panel is the geometric visual viewpoint for agent 1. In this, both the panel ¢ and
the predication V(1) are extensional.

9) wv,0Fpdq
(10) w,v,0E=pdq V(1)

There are a couple of different panel types that are pragmatically similar to veridical free
perception. (1la) is from Cece Bell’s autobiographical El Deafo, and shows the heroine Cece
and another character, Ginny. A dotted sightline indicates that Ginny is looking at Cece’s
hearing aid. Sightlines are a convention that indicate the visual focalization of a depicted
agent. The information that is conveyed is quite similar to what would be conveyed by a free
perception sequence, with one panel showing Ginny looking, and the next panel showing the
hearing aid and the top of Cece’s head. The information conveyed by (1la) appears to be
entirely extensional—the characters are in a certain geometrical configuration, and Ginny is
visually focalizing on a certain point. The panel carries the information that Ginny is looking,
and gives information about what she is focalizing visually. But is arguably neutral about what
information she picks up.

them is syntactic. In particular, it is the enriched narrative rather than the surface narrative that is interpreted
compositionally. This way of proceeding is similar to what is seen in discourse representation theory (Kamp and
Reyle 1993).
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(11) a.

(11b) is from Delgado’s the Age of Reptiles. A predatory dinosaur opens its eye, and in
the last panel, another dinosaur is seen reflected in the eye. It is inferred that the predatory
dinosaur sees the other one, with an ominous implication that it has spotted its prey. But the
literal information in the panel is extensional.

Consider for a moment what would be involved in an intensional syntax and interpretation
for (11b). The panel would have to be broken down into two sub-panels, one showing the
dinosaur looking, and another a small, syntactically embedded subpanel showing what is seen.
This amounts to a “vision bubble” embedded in an image of the agent’s eye. There are genuine
vision bubbles, as seen in (12a) from Bilal’s Cold Equator. But such an analysis is otiose in the
case of (11)b, because of the possibility of a straightforward extensional interpretation.

(12b) is from Tezuka’s Ode to Kirihito. It shows a hulking figure at a door, with his head
tilted down towards the hero Kirihito on the floor. It can be inferred that the hulking figure
sees a view approximately like the part of the panel surrounding Kirihito. But the panel as a
whole could not show what the hulking character sees, because he himself is depicted. Here
again an extensional analysis is attractive.

These three panel types (with sight lines, eye reflections, and over-the-shoulder viewpoint)
are pragmatically similar to veridical free perception. There is little temptation in these cases
to formulate an intensional analysis based on a syntax with embedding, since the inferences
that readers tend to make about what characters see are supported by the extensional content
of the panel. This tends to favor an extensional analysis of veridical free perception, because
here too (assuming a switch in geometric viewpoint as enforced in (10)), the inferences that we
make about what the agent sees are supported by the extensional content of the sequence.

3 Models for misperception and veridical perception

This section defines a model of perception in the event framework sketched in Section 1. The
main idea is to model veridical perception and mis-perception using alternatives to perceptual
events. The relation of alternativeness is like an accessibility relation in a Kripke model for
knowledge and belief modalities, except that it operates at the level of events, rather than
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worlds. This way of proceeding is based on Baltag, Moss and Solecki (1999).

We use the term I(z, p) to represent the event of agent x looking veridically at a scene that
projects to picture p from z’s geometric perspective. This is an atomic event, which in the way
reviewed in Section 1 figures in the construction of possible worlds. Such events have a role
as event types, in that event I(z,p) can occur in different world-time lines, or be repeated in a
single world timeline. The properties of I(z,p) are captured by its pre-conditions, and by its
visual-epistemic alternatives for agent x.

Preconditions in situation calculus are used to capture the physics and metaphysics of the
modal space. The elevator can go down only if it is above the ground floor. Block b can be
placed on block a only if block a has a clear top surface. In the possible worlds model, world w
can be incremented with event e to form world we if and only if the preconditions of e are true
in w.8 We think of I(x, p) as a highly specific event of looking, which can happen only in worlds
w where agent z is facing a scene that looks like p from the agent’s geometric perspective. The
position and orientation of agent x in w depends on the world history w—how x has moved in
this history. The highly specific looking act I(z, p) can happen in w only if that history is such
that at the world/time w, x is facing a scene that looks like picture p. If this precondition is
met, there is an incremented world w - I(x, p), where x has just performed an act of veridical
looking.?

Epistemic properties of events are captured with a relation of event-alternatives. For a
perceptual event e, taking the alternative-set for e to be the unit set e provides a modeling
of veridical looking. Consider world a w - l(x, p), where {(z,p) has just happened. Arguably
any world of the form w-I(x, p) is consistent with the visual-epistemic information in the event
l(z,p) that just happened in w - I(z,p). In particular, because of the precondition, in u agent
x is facing a p-like scene. If looking does not change the geometric facts, this is true also in
w-l(x, p). Veridicality amounts to w - I(z, p) itself being a world of the form u - I(z, p), meaning
that x is also facing a p-like scene in the base world. The agent is facing a p-like scene in both
the base world, and any visual-epistemic alternatives for the agent. On top of this, the event
I(z, p) has just happened in the base world, and in any visual-epistemic world alternative. This
is a kind of introspection condition on the source of the visual-epistemic information.

Using @), for the perceptual-alternative relation for agent z, these ideas are recorded in (13).

(13) Visual-epistemic event alternatives for I(z, p)
Qz(l(xvp)) = {l(.??,p)}

Visual-epistemic world alternatives determined by I(z,p)
Qz(l(z,p)) = {u-I(x,p)|u satisfies the preconditions of {(z,p)}

This account distinguishes the visual-epistemic content of the looking event from the epis-
temic state of the agent after looking. A world v - I(z,p) can be consistent with the perceptual
information in the looking event that has just happened in w - I(x,p), but inconsistent with
a’s overall information in w - I(x,p). Let R, be the epistemic alternative relation for agent x.
(14) gives a principle in deduction format for updating R, when a world w is extended with
a perceptual action e of x to form w - e. It amounts to what was seen before, but with the
alternative v - €’ required to be formed from a world v that is an epistemic alternative for x in
w.

8See Reiter (2001) for a development of these concepts.
9Normally w can be extended in other ways, for instance with an axtion s(zx) of the agent stepping forward.
So this is a branching-time model.
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(14)  Rz(w,v)
Qz(w "6V 6/)
R (w-e,v-e)

Discussions of free perception in language emphasize that it describes perceptual content, not
epistemic state in the general sense (Kuroda 1976; Brinton 1980). Passage (3d) is understood
to entail that Fred saw Jack coming across the street, not merely that he believed or knew
he was. The same is true of pictorial free perception as analyzed using (13). Q. (I(z,p)) is a
propositional content for the perceptual event I(x,p), which is stated without reference to the
epistemic state of the agent.

Veridical looking is characterized by visual-epistemic alternatives being similar to the base
world in the way formalized in (13). In mis-perception, alternatives are not as similar to the
base world. When Michael looks into the cabin, he sees a view ¢, of a girl eating a rabbit
sandwich. He believes he is engaged in veridical perception rather than mis-perception. This
means his visual-epistemic world alternatives are of the form v - I(z,¢q,), just as before. The
difference is that the base world is not of this form. We introduce an additional basic looking
action m(z,p), thought of as an event of = looking at a scene which for x is p-like, but which
is not (or is not necessarily) p-like in the base world.

(15)  Visual-epistemic event alternatives for m(z, p)

Visual-epistemic world alternatives determined by m(z, p)
{v-I(z,p)|v satisfies the preconditions of I(z,p)}

For a simple idealized model, it is stipulated that events of the form I(x,q) and m(z, q) are
the only looking events. A good setup panel and discourse referent for free perception is one
which entails that the agent has just looked, i.e. that the last event that happened is either
l(x,q) or m(z,q). or w-m(z,p). These are setup pictures where it “looks like” the agent picked
out by the discourse referent is looking. We make the further assumption that actions of the
form I(x,p) are for the agent z alternatives only to looking actions. That is, if [(x,p) is an
element of Q(e,l(z,p)) then e is of the form I(z,p’) or m(z,p’).

Events I(z,q) are used in scenarios of veridical looking, and events m(z,q) are used in
scenarios of mis-perception. Should it be assumed that events of the second kind are always
erroneous, in the extensional sense that the base world does not look like ¢ from x’s geometric
perspective? Consider a world w that looks like ¢ from agent z’s geometric perspective. World
w satisfies the precondition of I(x, ¢), and w-I(z, q) is a world where z has just looked veridically.
If w-m(x,q) is also defined, then it is a formally different world which has the same visual-
epistemic alternatives for x. So w branches into two worlds w - I(z, ¢) and w - m(z, ¢), that do
not differ in properities that we want to model. This oddity is eliminated with a precondition
for m(z, q) that the world does not look like ¢ from z’s perspective (though the agent sees it
as looking like q). We adopt this precondition for m(z, q).°

10 However, the other choice is also reasonable. If we think of m(z,q) as 2 hallucinating a g-scene due to
some specific effects in the low-level visual system or the cognitive system, it could be that = sees ¢ due to those
effects, but is accidentally right, in that z is facing a ¢ scene in the base world. In this case, I(z,p) happening
should be distinguished from m(z, p) happening, because only the first leads to knowledge. This comes up in
Gettier scenarios.
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4 Semantics for the LFs

This section interprets the LFs for free perception that where suggested in Section 2 in the
event models from Section 3. (16) is the embedding LF, where ¢ is embedded under P. The
geometric point d sets up a discourse referent that can be referenced as O[1]. ¢ is the part of
the narrative preceding the free perception sequence.

(16) w',v',O = ¢ pd][L[Pq]

Let w’ be decomposed as w - e, so that e is the event that just happened in w’. Where
r is the agent O[1], @, (e) is the set of worlds that are perceptual alternatives to the event e
that happens in the base world. Roughly, the semantics for the embedding construction should
do a subset check between the visual-epistemic alternatives @, (e), and the content [¢]* of
the embedded picture. Since content of the picture is viewpoint-centered, @, (e) needs to be
adjusted to the viewpoint-centered proposition {(u’,v")|u'eQ,(e) Av' = V(u’,:zr)}7 pairing the
alternative world v’ with the geometric viewpoint of  in u/. V is a function that maps a world
and an agent to the geometric viewpoint of the agent in the world.'* All of this leads to the

semantics (17) for the embedding construction.

(17) w-e,v,0 ¢
_ o=z ,
{(u V)W eQ,(e) A = V(u',2)} C [q] ™!
w,v,0 k= ¢ [n [P q]]

A tricky question is what to do about the viewpoint in the conclusion. Normally a panel
resets the viewpoint to the viewpoint from which the base world projects to the panel. In this
case, since ¢ is embedded, it is not projected in the base world, and there may be no viewpoint
from which the base world projects to q. We have left the viewpoint constant.

On top of the truth conditions encoded in (17), it seems natural to say that [n [P ¢]] pre-
supposes that in w, O[n] is an agent with a visual system, and that e (the last event in w - e) is
a looking action by that agent. In the simple model construction where there are just two kinds
of looking, [n [P ¢]] presupposes that the base world finishes with either I(z, ¢") or m(z, '), for
some ¢'.

(18) is the extensional option for the logical form of free perception. Herethere is nothing
more to say about the semantics of ¢, since it is interpreted extensionally as placing a constraint
on w and v. We just have to recall that V(1) constrains v to be the geometric visual viewpoint
of O[1], v = V(w, O[1]). This enforces that w looks like ¢ from the geometric visual viewpoint
of agent O[1].

(18) w,v,0OFEpdq V(1)

Section 2 finished with the question whether apparently veridical free perception sequences
should be analyzed with the embedding LF (16), or with an LF where the free perception panel
is in an extensional position as in (18). These options come out as symmetric in one dimension.
The embedding LF expressed that things look like g for the agent, as expressed by the agent’s
visual-epistemic alternatives being of the form u-I(x, ¢). It presupposes that the agent is looking
in the base world, but the base world could be either of the form w” - l(x,q), with the agent
facing a ¢ scene in the base world, or of the form w” - m(z,q"), with ¢’ not equal to ¢ and the

11 As Ede Zimmermann pointed out to us, it would be nice at this juncture if the alternatives were agent-
centered worlds, rather than worlds. Then it would not be necessary to identify the agent across worlds.
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agent facing some other kind of scene in the base world. The extensional LF (18) entails that w
looks like ¢ from viewpoint v. If w finishes with a looking event by z, it could finish either with
l(x,q), or with m(z,q"), with ¢’ # ¢. Thus the embedding LF indicates what the agent’s visual
alternatives look like, and is neutral about what the base world is like. The extensional LF
indicates what the base world looks like, and is neutral about what the agent’s visual-epistemic
alternatives look like. Resolving this issue requires further investication of what the entailments
of examples such as (1a) should be.

5 Discussion

This paper has developed LFs and a semantic analyses for two varieties of free perception
sequences in pictorial narratives, veridical ones and non-veridical ones. The semantics used
situation calculus models where worlds are constructed as sequences of events. Perceptual
information was modeled using event alternatives. A dynamic system of interpretation was
used to take account of the fact that free perception is implicitly anaphoric.

While there is not space to talk about it, a goal in this enterprise is to develop connections
and contrasts between phenomena in pictorial narratives, and analogous phenomena in linguistic
narratives and current theoretical conceptions of them. Current work on free indirect discourse,
such as Sharvit (2008), Eckardt (2015), and Hinterwimmer (to appear) is immediately relevant.
This is mainly concerned with a broader category of free indirect discourse. But many of the
data discussed by Hinterwimmer can be considered examples of linguistic free perception, see
(19).12 A good way to proceed here would be to analyze linguistic free perception using the
formal tools that were used in this paper, and compare results.

(19) The T-Rex hesitated. Maybe the little dinosaurs had hidden themselves in the cave on
his left. When Billy looked up in his hiding place a few seconds later, a T-Rex bent
down to the entrance of the cave and squinted into the dark.

The handful of classes of examples discussed here do not exhaust the phenomena of pictorial
free perception. We mention without comment a couple of cases that we conjecture require a
different analysis. In one passage of Bell’s El Deafo, Ceci has blurry vision. (2la) is a free
perception sequence, showing her view of a blurred blackboard.!® In the film the Terminator,
the Terminator has an infrared visual system, and views from its perspective are rendered as
in (21b), using a red palette.

(20) o, e blurriness gefs worse. Aind | [We're faking a vocabulary fest foday, and I can't
* |now I have a serious problem! | |read the words that we're supposed fo define!
: e v

@bellish '\ @\1 A
&h.

3

==

Perceptual phenomena can be rendered in bubbles. In a passage in El Deafo, Ceci has
obtained a hearing aid, and has gained hyper-acuity to sound. In (21), she hears a teacher
in the bathroom. Here there are issues of a disjuncture between auditory and visual informa-
tion. While the bubble structure seems to indicate embedding, semantically Ceci’s auditory

12 At this writing, Hinterwimmer’s work is available to us as a handout.
13 The sequence is inverted, something that is possible also for veridical free-perception sequences.
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information could not be strong engough to entail the visual information in the picture.

(21)

We could continue for quite a while the list of examples that should fall under an account of
depiction of perception in pictorial narratives, but are not covered by what has been said here.
We hope that what we have proposed is a good starting point.
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Abstract

We diagnose a pattern of reversal in the scalar presupposition of only in only if construc-
tions, and attempt to relate it to the monotonicity of conditional antecedents. At the heart
of the analysis is a proposal that reduces the scalar presupposition of only to the particle’s
need to be non-vacuous. The reversal pattern is derived, but difficulties and questionable
ingredients of the story are noted.

1 Introduction

This paper is about the scalar presupposition of only and its behavior in only if constructions.
We focus our attention on the following generalization: while the use of only is dispreferred
with relatively high focus associates, the same high associates are acceptable under only if, and
it is with low associates that the acceptability of only if decreases. This is illustrated below:
(1)  a. #This band only released teng albums (ten is high)

b. v'This band only released twop albums (two is relatively low)
(2) a. A band qualifies for this award only if they released (at least) teng albums

b. #A band qualifies for this award only if they released (at least) twop albums
Let us make it clear from the start that we do not claim (la) and (2b) to be categorically
unacceptable. We merely highlight an apparent reversal in the effects of only’s scalar presup-
position: being too high for acceptability with only coincides with being acceptable with only
if, and being low and acceptable with only coincides with (near) unacceptability with only if.
Note that the same reversal is found with alternative scales that are not logically ordered, as
shown in (3-6) below. We will talk briefly about these cases later.
?7?7John only got an Ap
. v/ John only got a Cp
A student will only be considered for admission if she gets (at least) an Ap
?7A student will only be considered for admission if she gets (at least) a Cp
??John only knows how to make turduckeny’
v'John only knows how to make [boiled eggs|r

People get to work at that restaurant only if they know how to make turduckeng

/-\
(@
=

o Ty TP T D

. 77People get to work at that restaurant only if they know how to make [boiled eggs|p

*For helpful discussions, I thank Kai von Fintel, Danny Fox, Elena Herburger, Jon Nissenbaum, Yael Sharvit,
and Anna Szabolcsi. All errors are my own.
I’m assuming a scale of difficulty, and that turducken is hard to make, but boiled eggs are easy.
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Similar findings seem to hold of bare plurals also. I will not discuss those in this paper.

(7)  a. ?770nly bands that released (at least) twop albums qualify for this award
b. ??0nly students with (at least) a Cp are considered for admission

c. 7?0unly people who know how to make [boiled eggs]y get to work at that restaurant

It is reasonable at first glance to relate this reversal to the downward monotonicity of if-clauses.
Assuming that only if is composed of only and a conditional prejacent, and assuming that the
focus associate of only in these cases is part of the antecedent, we expect the logical relationship
between the alternatives to be reversed. This is because replacing an associate ¢ in ‘if ¢ then
1’ with a stronger alternative ¢’ produces a weaker conditional. It would then follow that what
counts as ‘too strong’ for association with only will make for a weak conditional prejacent in
the case of only if, and that for a weak ¢", the conditional ‘if ¢” then 1)’ will be strong and
thus (nearly) incompatible with only. This explains the reversal in (1-6).

The main goal of this paper is to lay out the details of this explanation. Doing this will
involve making clear our assumptions about the semantics of only if constructions—here we
will largely follow von Fintel 1997—and also involve articulating the scalar presupposition of
only in a plausible way where the monotonicity of if will play this role. The formulation that
I will suggest reduces the presupposition to another property that the particle is known to
have: its infelicitousness when it is assertorically vacuous. The sketch of this reduction, and
the predictions it brings to the only/only if reversal, is what I intend as the main contribution
of the paper. To the extent that the overall proposal is plausible, a tentative corollary is that
conditionals in only if constructions have universal (or near-universal) quantificational force.
This contrasts with recent proposals in which if is assigned an existential semantics (Herburger
2015, Bassi and Bar-Lev 2017).

2 The semantics of only and only if

Standard analyses of only take the particle to operate on a propositional argument (the preja-
cent) and a set of alternatives to that argument. The alternatives are generated by replacing
the focus-marked element in the prejacent with its contextually salient alternatives. Given a
prejacent ¢ and a set A of alternatives to ¢, only presupposes ¢ (though this is disputed)?, and
asserts the negation of whatever can be negated from among the elements of A. Consider (8):

(8)  Mary only saw [John and Sue]r

We analyze (8) effectively as an expression where only takes the sentence John saw Mary as
its prejacent.® The alternatives in this case differ from the prejacent only with respect the
focus-marked element John and Sue, giving us Mary saw John, Mary saw Sue, Mary saw Bill,
etc. The semantics of only, shown in (9), negate those alternatives that do not follow from the
prejacent, in this case, Mary saw Bill.

(9) Given a proposition ¢ and a set of propositions A,
[only]* (A)(¢) is defined only if ¢p(w)=1, and if defined,
[only]“(A) () =1 HE V(YA & ¢ F ¢ — (w)=0)

2The prejacent presupposition is due to Horn (1969). In Horn 1996 the presupposition is taken to be
existential, and in Ippolito 2008 it is weakened further to a conditional presupposition. See Ippolito 2008 and
Beaver and Clark 2008 for review and discussion of other possibilities.

31t is clear that only appears to take a VP argument here. We ignore this fact given that it does not affect
the points of this paper.
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Note that I set aside the mechanism with which the alternatives are made to depend on the
form of the prejacent, and differ only in its focus. I refer the reader to Mats Rooth’s work on
this (Rooth 1985, Rooth 1992).

Let us extend the entry in (9) to only if, which we will take to consist of only with a
conditional prejacent. As a working example, consider (10):

(10) Mary will only go if [John and Sue]r go

In (10), the focus associate of only appears inside the antecedent of the conditional prejacent.
We do not want to say that every instance of only if is one where there is an identifiable focus-
bearing expression inside the antecedent. But for now let us explore the possibility of analyzing
(8) and (10) uniformly.*

Intuitively, (10) presupposes that Mary will go if John and Sue go (though again, this is not
without controversy), and more relevantly for us, asserts that Mary will not go if John goes
alone, and will not go if Sue goes alone. This reading is not straightforwardly derivable from
the analysis developed so far. To see why, assume first a variably-strict implication account
of the conditional prejacent, i.e. that if denotes a subsethood relation between accessible
antecedent-worlds and consequent worlds:

(11)  If as variably-strict
For any p,q€ D, 4y, [if]*(p)(g)=1 iff stM,,(p) Cq
(where sIM,, (p) is the set of maximally-similar p-worlds to w)

By our current assumptions, the alternatives to the conditional prejacent in (10) will look
something like (12). Their negations, as provided by the assertion of only, are shown in (13).

(12) ALT(If [John and Suelp go, Mary will go) = {If John goes, Mary will go,
If Sue goes, Mary will go,--- }
(13)  [(10)]™ is defined only if sim,,(j&s) Cm, and if defined
[(10)]*=1 iff s1My(j) € m and SIM,,(s)Em and - - -

According to (13), the assertive component of (10) says that not all accessible (or maximally
similar) John-going worlds are Mary-going worlds, and not all accessible Sue-going worlds are
Mary-going worlds. But as von Fintel notes, this is not strong enough to capture the intuited
meaning of (10). The conditions in (13) allow for some accessible John-going-alone worlds to
be Mary-going worlds, so we predict that (10) be true in contexts where it is possible for Mary
to go even if John goes without Sue. But intuitively, this is incorrect.

There are a number of ways of making the weak result above stronger. We will look at two
of them, and we will point out an amendment that is needed on both. On the first option,
we revise (11) and take if to denote an existential quantifier over worlds. This will do two
things. It will weaken the truth conditions of conditionals generally, so we would then have
to explain why they typically give rise to universal-like readings when unembedded.® But it
will also provide us with a promising prediction: the negations of (existential) conditionals, the
alternatives to the prejacent, will have strong truth conditions. The entry and its result are
shown below.

4In Section 4 I will mention the possibility that, regardless of accenting, a conditional prejacent has only
one alternative, that in which the antecedent is replaced with its negation. Unfortunately I will not be able to
give this possibility the attention it deserves here.

5Bassi and Bar-Lev (2017) propose that the universal force of conditionals (in UE contexts) results from
recursive exhaustification (Fox 2007).
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(11) An existential definition of if
For any p, g€ D(s), [if]" (p)(q) =1 iff sty (p) Ng#2
(where SIM,, (p) is the set of maximally-similar p-worlds to w)
(13") [(10)]" is defined only if siM,, (j&s) "m# @, and if defined
[(10)]* =1 iff stM,,(j) Nm=2 and SIM,,(s) Nm=2 and - -

The assertion in (13") now says that no (maximally similar) John-going world is a Mary-going
world, and no (maximally similar) Sue-going world is a Mary-going-world. However, we now
have another problem. If some John-and-Sue-going worlds are Mary-going worlds, as the pre-
supposition says, there is no way that no John-going worlds are Mary-going worlds, because the
John-going worlds include John-and-Sue worlds, and we know that some of those are worlds
where Mary goes. How do we get around this problem? Maybe we can assume that the
maximally-similar worlds where John goes exclude those where he goes with Sue, but I am not
prepared to discuss this possibility. Instead I will assume, at least given our current construal
of the alternatives to conditionals, that the alternatives to the prejacent in only if construc-
tions are conditionals whose antecedents are erhaustified with respect to the antecedent of the
prejacent itself. In the case of the current example, this revision will give us (14).6

(14) ALT(If [John and Sue]r go, Mary will go) = {If Exu(John goes), Mary will go,
If EXH(Sue goes), Mary will go, - - }

With the revision in (14) we derive the desired assertion, as shown in (13”): the assertion says
that no accessible John-but-not-Sue-going worlds are Mary-going worlds, and no accessible
Sue-but-not-John-going worlds are Mary-going worlds.

(13") [(10)]™ is defined only if SiM,, (j&s) Nm#2, and if defined
[(10)]* =1 iff stM,, (EXH(j)) Nm=2 and SIM,,(EXH(s))Nm=@ and - - -

Let us now turn to the second way of strengthening the weak results derived earlier. Here
we will also need to maintain the internal-exhaustification assumption illustrated in (14), but
instead of assuming an existential semantics for conditionals, we maintain universal force and
add a homogeneity presupposition to them (von Fintel). We summarize this in (11”):

(11") If as homogeneous and variably-strict
For any p,q€ Dy 1, [if]"(p)(q) is defined only if siM,, (p) Cq V siMy, (p) C7,
If defined, [if]*(p)(q)=1 iff stmy, (p) Cq

According to (11”), conditionals impose an all-or-nothing precondition on their propositional
inputs. When a conditional is false, it is false because the antecedent worlds are disjoint from
the consequent worlds. This, together with the exhaustified alternatives in (14), produce a
universal presupposition for only if, and also a strong assertion like the one in (13"):

(13") [(10)]™ is defined only if siM,,(j&s) Cm, and if defined
[(10)]* =1 iff stm,, (ExH(j)) Cm and SIM,,(EXH(s)) C7m and - - -
i.e. iff stm,, (EXH(j)) Nm=2 and SIM,,(EXH(s))Nm=& and - - -

6This assumption is related to Menendez-Benito’s (2005) Obligatory Exclusification Hypothesis, though I
will leave a thorough comparison to a future occasion (I thank Kai von Fintel for pointing the similarity out to
me).
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Let us take stock. We followed von Fintel 1997 and assumed that only if constructions can be
analyzed compositionally as cases where only takes a conditional prejacent. To make the anal-
ysis work, we revisited the important question of how to strengthen the exclusive component
of only if. We then looked at two possible answers: on the first, we assume an existential se-
mantics of if; on the second, we assume that conditionals carry a homogeneity presupposition.
On either option we discovered that the antecedents in the alternative conditionals, assuming
that they vary by the focus inside them, have to be understood to exclude the antecedent of
the prejacent. We achieved this by stipulating that alternatives contain an embedded exhaus-
tifier. The assumptions are summarized in (15), and the two options about the semantics of

(15) (i) Only if consists of only together with a conditional prejacent.

(ii) The alternatives in the case of only if are conditionals that vary with respect to the
focus associate in the prejacent, and they include conditionals where the antecedent
is exhaustified against the antecedent of the prejacent.

(iii) Conditionals are variably-strict and homogeneous.

(iii") Conditionals (under only) are existential.

3 The scalar presupposition of only

Everyone knows that only is evaluative. The intuition, illustrated earlier in (1,3,5), is sometimes
captured by writing into the semantics of only a presupposition that its prejacent rank low with
respect to its alternatives, on whatever ordering is provided in context (Klinedinst 2005, Zeevat
2008, Beaver and Clark 2008).

But what is the connection between the “height” of an alternative on a scale—the property
that affects its acceptability as a prejacent to only—and the “height” of the conditional that
contains that alternative in its antecedent? In what (possibly partial) way is the scale of
conditionals based on the scale that its antecedent appears in, and what relationship is there
between the threshold of lowness in one scale and the threshold of lowness in the other?

I will not attempt to answer these questions, because I want to try to reduce the scalar
presupposition of only to another known constraint on the use of the particle. This is the ban
against its assertoric vacuity, demonstrated below.

(16) a. #John only invited allp of his friends
b. John only invited somer of his friends
(17) #John only alwaysp puts sugar in his coffee

o

. John only sometimesr puts sugar in his coffee
(18)  a. #Of his three siblings, John only gets along with [Mary, Bill, and Suelr
b. Of his three siblings, John only gets along with [Bill and Sue|p
The examples in (16-18) tell us that only is not licensed when it has no alternatives to negate
— though for reasons that need not concern us, the more accurate characterization should say

that only is infelicitous when its prejacent settles the truth values of all of its alternatives:

(19)  *only(p), given alternatives A, if Vp'(p'€ A — (pE p’ or pFE —p’))
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What determines the alternatives to a given prejacent? There are no doubt a number of formal
constraints (see Katzir 2007 for a possible view), but beyond these, there must also be a number
of contextual factors that allow some alternatives and not others to matter given the details of
the conversational setting (see e.g. van Kuppevelt 1996). Notice for example that the acceptable
(b) examples in (16-17) become strange with slight changes to the predicate:

(16b") #John only stabbed somer of his friends

(17b") #tJohn only sometimesg puts sugar in his ears

As T said before, I do not claim these examples to be categorically infelicitous, but there is
no denying that there are many imaginable natural contexts where they would sound odd or
dismissible. Why should this be? There seems to be something beyond the formal and the
scalar similarity of (16b,17b) to (16b/,17b’), and this may lead us to conclude that something
additional to the vacuity ban takes part in the semantics of only. But I want to suggest that
this conclusion is not necessary. It is also plausible that the oddness of (16b’,17b’) comes from
a piece of common ground that makes the some/sometimes prejacents contextually-equivalent,
respectively, to their every/always alternatives. These may be contexts where e.g. stabbing
some friends and stabbing all of them are equally horrible, or where it is equally strange for
John to sometimes put sugar in his ear as it is for him to always do so. If this is right, then
the ban against vacuity would be violated in (16b',17b’), because their prejacents happen to
be contextually-equivalent to their formal universal alternatives, leaving nothing else for the
exclusive particle to negate. The formal details of this idea, e.g. of how contextual equivalence
can be represented and derived from the assumed conversational background, must be left for
future work.”

Let us now assume an abstract set of alternatives A={a, as, a3}, and let a3 asymmetrically
entail as, and ay asymmetrically entail a;:

(20) a1 - ag - as

It is easy to see that within this group of alternatives, the ban against vacuity will make only
infelicitous with az. This is because every alternative in A follows from as, and so only has no
alternatives to negate, and is therefore assertorically vacuous. The cases of (16a,17a,18a) are
instantiations of this case.

variably-strict and homogeneous, and that its alternatives are determined by the alternatives
to its antecedent. Here we predict vacuity in the case of [only [if a1, ¢]], the weakest available
antecedent, but not in the case of [only [if as, ¢]]. In the latter case the contribution of only
will not be trivial because the assumed alternatives in (21) are predicted to be negated by the
exclusive particle, as shown in (22). The assertive component of only will say that all worlds
where a; is true but ag is false are worlds where —¢, and likewise (redundantly) for worlds where
as is true but as is false.

(21)  ALT(if a3, q) = {if EXH(a1), ¢,
if ExH(az2), q}

7One possibility is to define “equivalence” as indistinguishability, and to base indistinguishability on plausible
background considerations. Considerations can be represented as questions, which in turn are represented as
sets of propositions. We now say that two alternatives (propositions) p,p’ are indistinguishable relative to a
question Q iff there is an answer ¢ to @ such that both p,p’ are subsets of q. This is intended to capture the
intuition that p,p’ do not provide different answers to @, and are thus indistinguishable given Q.
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(22) [only [if as, ¢]]* is defined only if s1M,,(as) Cq, and if defined
[only [if as, ¢]]* =1 iff siM,, (EXH(az)) Cg and SIM,,(EXH(a1))Cq and - - -

But what if the weakest alternative a; appears in the antecedent of only if? In this case we
predict an infelicitous use of only, on account of vacuity. The alternative set is shown in (23):

(23) ALT(if a1, q) = {if EXH(a2), g,
if ExH(as), q}

In each alternative in (23) the antecedent entails the antecedent of the prejacent.® Therefore,
on the strict implication view the alternatives come out to be weaker than the prejacent, so
they are not negated by only. The overall result, then, is that given a set of logically-ordered
alternatives like (20), only is predicted to be vacuous with the strongest element, and in the
case of only if the vacuity is predicted if the antecedent contains the weakest element. This

Can we find a vacuous only if that instantiates this case? As a first example suppose we
take the some-all scale. If we can be sure that the scale is limited to just these two items, or
at least that it contains nothing weaker than some, then we predict that only if containing a
some-antecedent be infelicitous, but this isn’t true:

(24) Mary will only go if someg of her friends go

But perhaps the conditional here has an alternative where some is replaced by no. If so, then
we no longer predict vacuity.” Another kind of example we might look for is one where the
antecedent is trivially weak. (25) is an example, and it is indeed strange.

(25)  #John will only buy the car if it has (at least) two doors
But the construction is also strange without only:
(26) #John will buy the car if it has (at least) two doors

The trouble here is that the trivial antecedent makes the conditional equivalent to its conse-
quent. This alone may be why both (25) and (26) are odd. We may therefore be up against a
design confound: the kind of conditional that would instantiate [if a1, g] may be the very same
kind of conditional that is equivalent to its consequent, and hence infelicitous independently.
What we need is a case of a licit conditional where the antecedent is for all intents and pur-
poses vacuous, but which is still used acceptably to communicate its consequent. (27a,b) are
examples of this sort, and indeed, they are quite strange in their only if versions:

(27) a. If the car gets him from A to B, he will buy it
b. If he wakes up breathing, he will go to his daughter’s wedding
(28) a. #He will only buy the car if it gets him from A to B
b. #He will only go to his daughter’s wedding if he wakes up breathing

8This is true regardless of the contribution of EXH; because as and a3 are by assumption stronger than a1,
and EXH(a2)/EXH(ag) are either stronger or equivalent to a2 /a3, it follows that the antecedents of the alternatives
in (23) entail a;.

91 think there are independent empirical reasons to keep no out of the some-every scale, but I can’t discuss
them here. Matsumoto (1995) has argued that formal alternatives should have the same monotonicity, and if
he is right then we cannot use no to rescue (24).
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This is as much as I can do to find a convincing instance of a vacuous, and hence infelicitous,
only if. Now I want to relate the discussion to the scalar presupposition of only.

Take a scale where some background information makes alternatives contextually equivalent.
An example is the case of sometimes put sugar in one’s ear and always put sugar in one’s ear.
Assuming that doing either is equally weird, and assuming that the conversational background
does not concern finding finer grades of weird behavior, the distinction between some and
every in this case will be blurred, and this causes the alternatives to occupy the same node
in the scale. From this perspective, we expect adjacent nodes within a given scale to be more
susceptible to collapse than non-adjacent nodes. We also expect vacuity of only to be more
likely when its prejacent is high than when it is low; with a high prejacent, equivalence to
nearby higher alternatives brings the prejacent closer to the end of the scale, thus closer to
making only vacuous. This is not true of lower prejacents. However, we expect the reverse for
only if. Presumably, if a; and a; are contextually equivalent, then the conditionals [if a;, ¢
and [if a;, ¢] will also be contextually equivalent. An instance of only if that contains a low
antecedent has a greater chance of being vacuous than one that contains a high antecedent.

Let me summarize. I have suggested that what researchers call the scalar presupposition of
only is the same as the particle’s need to be assertively non-vacuous. The inference arises in its
guise as a separate presupposition in just those cases where the only alternatives that can be
negated happen to be in some sense contextually-equivalent to the prejacent. This keeps them
from being excluded by the particle, and the particle is consequently made vacuous. Assuming
this perspective, we saw that the higher elements of a scale of alternatives are more likely to
give rise to these near-vacuity violations under only, and that the lower ones are the more likely
to cause near-vacuity for only if. This was the reversal that we wanted to capture.

4 Remaining issues and concluding remarks

The sketch presented in this paper makes many theoretical presumptions. Among them is that
the alternatives to if in only if are determined by changing the associate in the if-clause with
its scalemates. Another plausible take on this is that conditional prejacents have only one
alternative: that in which the antecedent is replaced with its negation. I have not addressed
this possibility in this paper for reasons of space, and I leave it for future work. An important
question is whether only if can ever be vacuous if the alternative to the prejacent [if ¢, 9] is
the conditional [if —¢, 1]. Vacuity here would require the two conditionals to be equivalent in
some contextually determined sense, but I do not yet know how this might work in a principled
way. If it cannot work, and if there are good reasons to adopt this stance on alternatives, then
what I proposed is likely wrong.

On the other hand, if this proposal is on the right track, it sheds light on a couple of issues.
One of them concerns the quantificational force of if under only. We saw earlier that, on the
variably-strict treatment, only if is predicted to be vacuous when its antecedent is the weakest
in the given scale. But this prediction does not follow if if is existential (recall (15iii’)). To see
why, take our abstract scale again:

(29) aq 4 ag 4 as (:(20))

If the prejacent contains the weakest member of the scale, as in [if a1, ¢], then we have the
alternatives in (30).

(30)  ALT(if a1, q) = {if EXH(a2), ¢, (=(23))
if BxH(as), q}
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But on an existential view, the alternatives are stronger than the prejacent, because they
make existential claims about a smaller set of worlds than the prejacent does. In this case
[only [if a1, q]] should mean that some a; worlds are g worlds, and that no as worlds are ¢
worlds, and no az worlds are ¢ worlds. The relationship between the scale and the position in
it that leads to vacuity will not emerge in the way it did on the strict-implication view. Again,
however, I must reiterate that the validity of this point rests on our assumption (15ii) about
alternatives.'?

Finally, I have only discussed scales in which alternatives are ordered by their logical
strength. But as I noted, reversal holds also in cases where the alternatives are non-logically
ordered (recall (3-6)). If the vacuity account of reversal is right, along with our other assump-
tions about alternatives and the semantics of if, then the findings suggest that only is logical
even when the contextually understood alternatives are ordered non-logically. In those cases,
only operates on a reinterpretation of the contextually provided ranking, where each element
corresponds to the disjunction that consists of it and every scalemate above it. This way, the
scalar ordering is translated to a logical ordering, and given the logical ordering, the predic-
tions derived above would hold in the same way. The details of this must be left for future
development.
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1 Introduction

As a preliminary illustration of the problem this paper is concerned with, consider the sentence
in (1). [On notation: a speech accompanying (or, co-speech) gesture is notated as a subscript in
SMALL CAPITALS after the expression it co-occurs with. The modified expression is put between
square brackets if it contains several words.]

(1) a. John punishedg,p his son.!
~~ John punished his son by slapping him

b. John [took the elevator]yp.?
~~ John took the elevator to go up

In each case, the co-occurring gesture enriches the basic meaning of the sentence in a manner
that is clearly keyed to its iconic shape. As with any other form of enrichment, one may
ask three major questions about gestural enrichments: (i) what is the form of the gestural
enrichments?® (ii) what is the projection profile of gestural enrichments?, and (iii) what is the
epistemic status of gestural enrichments?. Building on [3], this paper aims at contributing to
each of these questions. Beginning with question (ii), made more explicit in (2), we need to
embed gesturally modified expressions in the scope of logical operators and inquire about the
fate of the gestural inference as it projects through these operators. The salient case of negation
is given in (3).

e projection problem for co-speech gestures. How are the enrichments of ex-

2) Th jecti bl f h gest H h ich f
pressions modified by co-speech gestures inherited by complex sentences? (from [3], see
also the pioneering work of [1])

(3) a. John did not punishg ,p his son.
~» if John had punished his son, he would have done so by slapping

b. John did not [take the elevator]yp.
~» if John had taken the elevator, he would have done so to go up

*I am greatly indebted to Philippe Schlenker and Benjamin Spector. All errors are emphatically mine.

LsLAP’ stands for a slapping gesture in “neutral position” (i.e. close to torso).

2¢yp’ stands for an upward movement of arms.

3Example: the form of the scalar implicature associated with a sentence of the form ‘some As B’ is ‘not all
As B’, the form of the homogeneity inference associated with a sentence of the form ‘the As B’ might be taken
to be ‘either all As B or all As not B, etc.
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The judgments reported in (3) (following ‘~~’) become sharper once appropriate context is
provided. For example, compare an utterance of (3b) “out of the blue” versus in the context
specified in (4).

(4) [Context: the building has ten floors. Mary’s office is on the 5th. We do not know where
John’s office is. John does not know where Mary’s office is. He has been looking for her.]
A: Did John manage to find Mary’s office?
B: No...he got lost on the 5th floor. ..
A: How did that happen? Her office is right in front of the elevator!
B: Well, he didn’t [take the elevator],p, he used the stairs instead.

The inference suggested in (3b) is quite sharply felt in (4): John’s office (or at least his starting
point before he went looking for Mary) is on a floor below the 5th: he did not use the elevator,
but if he had done so, he would have gone up.

2 The Cosuppositional Analysis

The starting point of this paper is [3]’s “cosuppositional” analysis of gestural enrichments. This
analysis takes the form of the judgments provided in (3) quite seriously. With a good deal of
simplification, it can be summarized as follows.

(5) The Cosuppositional Approach. (hf. CA) If a predicate o embedded in a sentence ¢ ut-
tered in context C is accompanied by a gesture G, the local context of o in ¢ relative to
context C must entail a = G:*

’:lc(a) a=G.

In words, the cosuppositional analysis requires that the gesturally modified expression must
entail the content of the accompanying gesture in its local context. The intuition behind this
requirement is that iconic, co-verbal gestures illustrate the local meaning of the expressions
they modify. “Local meaning” is here understood as semantic denotation relative to a given
local context, where the latter is formulated on the basis of [2]’s theory of local contexts. Thus,
if o is some predicate and lc(«) is its local context, the local meaning of « boils down to
le(a) Aa. “Ilustration” is quite simply cashed out as entailment. The requirement, therefore,
can be formalized as Fj.(a)na G Which is equivalent with Fj,) @ = G. The analysis, thus, is
tantamount to saying that a predicate/gesture complex ‘ag’ triggers the presupposition that
a=G.

Schlenker’s CA answers the three questions posed at the beginning of this paper as follows:
(i) gestural enrichments are pieces of information that are conditionalized on the assertive
content of the expressions they modify, (ii) gestural enrichments project like presuppositions
do in general, and (iii) gestural enrichments receive the same epistemic treatment as root as
presuppositions, namely they must be entailed by the Common Ground® (for the utterance to
be acceptable).

4Here and throughout: for any expression a, a = [o]. For a gesture G, G is also taken to be the model-
theoretic object it “denotes”.

5Common Ground: the conjunction of all propositions that the interlocutors take for granted at a particular
point of a conversation. Context Set: the set of all possible worlds that are compatible with the Common
Ground. See Stalnaker.
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CA accounts for the judgments reported in (3) immediately: presuppositions project from
under negation, therefore, e.g., (3a) is predicted to put the following requirement on the Context
Set, C: any world w in C is such that either John did not punished his son in w, or John punished
his son by slapping in w (i.e., C entails that John did not punished his son by any mean other
than slapping). Exactly the same prediction is made for the unembedded case, (1b). The
predicted “net effect” is of course correct: if C entails that John did not punished his son
without slapping him, adding the information that John did punish his son will contextually
convey that John punished his son by slapping him.°

CA also makes welcome predictions for the cases of embedding gesturally modified expres-
sions in the scope of the quantifiers ‘every’ and ‘no’, (6). As is well-established, presuppositions
project universally out of the scope of ‘every’ and ‘no’. The cosupposition associated to the pred-
icate ‘Az. x punisheds,,p 2’s son’ is the property [Az. punished(z,z’s son) = slapped(z,2’s
son)]. Once this presupposition is projected universally to root, one gets the predicted inferences
in (6) which line up nicely with the attested inferences.

(6) a. Each of these ten guys punishedg,,p his son.
~» Each of the guys punished his son by slapping him (attested)
~ Vx € guys : punished(z,z’s son) = slapped(z, x’s son) (predicted)

b. None of these ten guys punishedg ,p his son.
~~ Each of the guys would have slapped his son, had he punished him (attested)
~ Yz € guys : punished(z,z’s son) = slapped(z, z’s son) (predicted)

However, as Schlenker points out, the predictions made by CA are in some cases too strong.
This is in particular the case for non-monotonic environments.

(7) a. Mary is unaware that John punisheds ,p his son.
~ John punished his son by slapping him (attested)
~ punished A (punished = slapped) A By (punished = slapped)” (predicted)

b. Some but not all of these ten guys punishedg,,p their son.
~> Some of the guys punished their son by slapping, the rest did not punished their
sons in any way (attested)
~ Yz € guys : punished(z,z’s son) = slapped(z, z’s son) (predicted)

Consider (7a). It is reasonable to analyze a sentence of the form ‘S is unaware that P’ as
presupposing that P and asserting that it is not the case that S believes that P, =Bg. Therefore,
regarding presuppositions triggered in the subordinate clause, we predict that, first, these must
project to root (8a) and, second, these must be entailed by the beliefs of the attitude holder
(8Db).

(8) Mary is unaware that John has stopped smoking
a. ~» John used to smoke but no longer does

b. ~» Mary believes that John used to smoke

6 Just why the conditional force of the inference is not felt for the unembedded cases in (1) is a question that
I will follow Schlenker by ignoring.

"Here ‘punished’ is short for ‘punished(John,John's son)’. Same with ‘slapped’. For any P, ‘By. (P)’
stands for ‘Mary believes that P’.
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The problem raised by (7a) is that an utterance of (7a) can easily be understood such that only
the first of these prediction is born out. The sentence itself presupposes that John punished
his son, since the cosupposition that if John punished, he slapped also projects to root, we
predict the overall presupposition that John punished his son by slapping him. But, the second
prediction (namely, that Mary believes that John did not punish his son without slapping him),
if available at all, is not easily accessible.

The problem raised by (7b) is similar: presuppositions triggered in the scope of the complex
determiner ‘some but not all’ project universally to root, (9); consequently, CA predicts, not
only that some guys punished their son by slapping, but also that for each of the guys who
did not punished their son, if they had done so, they would have slapped. This latter inference
is at least not easily accessible (but see the discussion in section 4); (7b) can very naturally
be understood to imply that those guys who did in fact punish their son did so by slapping,
without making any implication about the punishing habits of the other guys.

(9) Some but not all students have stopped smoking.
~ Every student used to smoke

In the next section I will discuss a solution to the problems raised in (7) which is formulated
by Schlenker himself. Once the limits of that solution are made explicit, I will turn to my own
proposal in section 4.

3 The “Supervaluationist” theory

Let us go back to the problem raised by ‘unaware’ in (7a) repeated below.

(10) Mary is unaware that John punishedg,p his son.
~» John punished his son by slapping him (attested)
~ punished A (punished = slapped) N By (punished = slapped)  (predicted by CA)

Consider the following line of attack. What happens when a gesture modifies an expression, as
in (10), is that two propositions are made salient for the audience to choose from. In the case
of (10) these could be (11a) and (11b).

(11) a. That Mary is unaware that John punished his son.
B A _‘BM(P)8

b. That Mary is unaware that John punished his son by slapping him.
(P A S) A jBM(P A S)

What would the audience do, when they are faced with such a choice? One possible answer is
that the audience are inherently conservative: they “focus attention” only to those situations in
which both propositions in (11) are simultaneously true (/false). In other words, they assume
the speaker would not make an utterance like (10) if he believes that the two propositions
n (11) have distinct truth-values. The prediction, then, is that an utterance of (10) is true
(/false) iff both propositions (11a) and (11b) are true (/false). Interestingly, this prediction is
weaker than the one made by CA. Since P A S is stronger than P while —By(P) is stronger
than =By (P A'S), (10) is predicted to be true if and only if (P A S) A =Bym(P). No problematic
inference is predicted pertaining to Mary’s beliefs, as desired.

8Underlining marks for presuppositionality.
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The general principle underlying the reasoning spelled out in the previous paragraph can
be summarized as follows.

(12) The “Supervaluationist” Analysis.” (hf. SA) Let ¢ be a sentence that contains the pred-
icate o, ¢ = Pla]. An utterance of ¢[ag] is judged true (false) iff both ¢la] and ¢la A G]
are true (resp. false).

Here is another example that is adequately dealt with by SA.

(13) Exactly one of these ten guys punishedg,p his son.
~~ Exactly one of the guys punished his son by slapping, the rest did not punished their
sons in any way

Since CA is built on the Transparency Theory as its projection engine,'? it predicts the co-
supposition triggered in the scope of ‘exactly one’ in (13) to project universally to root, quite
the same as the case of ‘some but not all’. The result is the correct prediction that one guy
punished his son by slapping and the rest did not punish their son and the incorrect prediction
that for each of the guys who did not punish their son, if they had done so, they would have
slapped. Here again, the prediction made by SA is adequately weak; as the reader can easily
verify, if an utterance of (13) is true iff both (14a) and (14b) is true, then an utterance of (13)
is true iff one guy punished his son by slapping and the rest did not punish their son in any
way. No inference is predicted regarding the guys who did not punish their son, as desired.

(14) a. Exactly one of these ten guys punished his son.
b. Exactly one of these ten guys punished his son by slapping him.

Unfortunately, SA has problems of its own (which Schlenker points out). Specifically, the
predictions made by SA are sometimes too weak, sometimes to the point of triviality. For
example, the prediction made for (7b), repeated below, is that it is true iff some guys punished
their son by slapping and some guys did not punish their son in any way; this is too weak, as
it allows for there being guys who punished their son in some way other than by slapping.

(15) Some but not all of these ten guys punishedg ,p their son.
a. Some but not all of these ten guys punished their son.

b. Some but not all of these ten guys punished their son by slapping him.

Further, when a gesturally modified expression is embedded in a Downward Entailing environ-
ment, SA predicts no enrichment to the truth-conditions of the the sentence. For example,
(6b), repeated below, is predicted to be true iff none of the guys punished their son in any way.
The reason being that since (16a) entails (16b), the requirement that both be true boils down
to the requirement that (16a) be true.

9This principle is reminiscent of the type of reasoning that supervaluationist logics are known for, hence the
title and the quotation marks.

10Transparency Theory predicts in general presuppositions triggered in the scope of quantifiers projects
universally to root.
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(16) None of these ten guys punishedsg ,p his son.
a. None of these ten guys punished his son.

b. None of these ten guys punished his son by slapping him.

To recap (and repeat), the predictions made by CA are sometimes too strong while those
made by SA are sometimes too weak. One might wonder whether the two should be put
together. There are two main obstacles to this idea. First, SA and CA seem two entirely distinct
mechanisms, a marriage between the two (regardless of the exact details) seems hopelessly
disjunctive (“conceptually odd” in Schlenker’s words). Second, it is not entirely clear just how
the two analyses must be “linked” together. To see this, consider Schlenker’s own suggestion.

(17) A co-speech gesture is treated in terms of SA (= (12)) unless this fails to strengthen the
meaning, in which case it is treated in terms of CA (= (5)).

This way of linking CA and SA immediately runs into a problem with (15): in that case, as
I have noted, SA does strengthen the meaning, but it does not do so sufficiently. In the next
section I will formulate a proposal that solves these two problems (i.e., the linking problem and
the problem of conceptual oddity) in one stroke. I will then show that this new principle coupled
with a new bridge principle to link the predicted inferences with the background assumptions
yields empirically adequate predictions.

4 Dislocated Cosuppositions

To spell out my proposal, I need to define several auxiliary notions. Let o be a predicate,
and ¢ a sentence that contains (an occurrence of) a. We can construct a sequence 3; of
property- or proposition-denoting constituents of ¢ with the following properties: (i) Sy = a,
(i) Bn = ¢, and (iii) for each i € {0,...,n — 1}, 8; C Bit1 (8, is contained in B;41). Let me
call this the formation sequence of ¢ relative to a. Further, given a Context Set C, we can
annotate each 3; with its local context, lc(5;), given [2]’s algorithm.*! Finally, I need a notion of
logical /contextual entailment which applies to property- and proposition-denoting expressions.

(18) Let 8 and /8’ be two expressions of a type that ‘ends in t’ which can take n arguments.
let C (the “context”) be a model-theoretic object of the same type. Then,
a. [BFE ' iff for all objects z1,...,x, of appropriate types, if [5](z1)...(z,) = 1, then
[#1(1) ... (@) = 1.
b. B Ec¢ B iff for all objects z1,...,x, of appropriate types, if C(z1)...(z,) = 1 and
[B1(z1) ... (xn) =1, then [#'](z1) ... (xn) = 1.

My proposal can now be formulated as follows.

(19) The Dislocated-Cosuppositions Analysis. (hf. DC) Let ¢ be a sentence that contains the
predicate a, and let {8y = a,..., B, = ¢) be the formation sequence of « relative to ¢,
and let G be some gesture. An utterance of ¢|ag] is admitted by a context C only if there
is some i € {0,...,n} such that (i) 8;la] ¥ Bila A G] but (ii) Bi[a] Fies,) Bila A G, If
felicitous in C, ¢[a] is interpreted as @la].

' The more accurate notation is lc(C, B;, ¢[ - ])-
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The reasoning that is compressed in (19) can be unpacked as follows. Consider an utterance
of ¢lag], where a is a predicate and G is a co-occurring gesture. For each constituent 8 of ¢
that contains «, a “gestural alternative” can be constructed by conjoining the “meaning” of G
with a, B[a A G].12 Among these constituents, one can identify those that do not semantically
entail their gestural alternatives. Then, the utterance is acceptable in C as soon as one of these
constituents conteztually entails its gestural alternative (in its local context).

I would like to make three remarks immediately. First, it is always the case that the
inference generated by Sy = « is identical with the cosupposition predicted by CA. Second,
for every example discussed in this paper, the inference generated by f,, = ¢ is identical with
the one generated by SA. This, indeed, in the sense in which CA and SA can be viewed
as the outcomes of the same algorithm applied locally and globally. Third, (19) as it stands
predicts “intermediate” inferences. I have not been able to construct good examples to establish
whether this is a good or a bad prediction, but it should be clear that in case there are no such
intermediate inferences (19) can be reformulated to make reference only to the most global and
the most local constituents. This issue will not be relevant in the rest of this paper.

I will now work through the examples discussed above to evaluate the predictions of (19).
Let us begin with the case of the universal quantifier ‘every’.

(20) Every one of these ten guys punishedg,p his son.

a. fo = Azx. x punished z’s son
le(Bo) = Mw.Az. w € C Az is one of the guys in w

b. fp1 = [every guy] [Az.  punished z’s son]
le(B1) = Mw. we C

In the case of (20) since the local context of the scope (viewed extensionally) is simply the set of
all guys, the inference triggered by both (20a) and (20b) boils down to the same; (20a) predicts
the inference that for each guy g, if g punished his son, he slapped him and (20b) predicts the
inference that if every guy punished his son, then every guy punished his son by slapping. This
is of course the same prediction that CA makes, which in conjunction with what the sentence
(20) (without the gesture) asserts, yields the attested inference that every guy punished his son
by slapping him. Next, consider the case of the negative quantifier ‘no’ (which, remember, was
problematic for SA).

(21) None of these ten guys punisheds,,p his son.

a. fo = Az. x punished z’s son
le(Bo) = Mw.Az. w € C Az is one of the guys in w

b. p1 = [no guy] [A\z. z punished z’s son]
le(fr) = w. weC

Here, no inference is predicted to arise by (21b) because (; logically entails 51[a A G] (=
[no guy] [Az. z punished x’s son by slapping]), violating the condition (i) of (19). The only
option, therefore, is for (21a) to trigger an inference, which, as with (20a), boils down to the
presupposition that for each guy g, if g punished his son, he slapped him. This is again the
same (correct) prediction that CA makes.

Let me know move on to the case of ‘unaware’ (which was problematic for CA).

121 am, of course, conflating meta- and object-languages here. This is merely to avoid clutter.
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(22) Mary is unaware that John punishedg ,p his son.

a. fo = John punished his son
Ile(Bo) = Mw. A w'. w e CAw' € (Doxy U {w})?

b. B; = Mary is unaware that John punished his son
le(B1) = dw. we C

DC predicts two possible inferences for (22). One option is (22a), which will generate the same
the prediction as the one made by CA. The second option is (22b), which will generate the
same the prediction as the one made by SA. Before elaborating on this ambiguity, let me also
mentioned another example, involving ‘exactly one’.

(23) Exactly one of these ten guys punisheds,p his son.

a. fo = Az. x punished z’s son
le(Bo) = Mw.Az. w € C A x is one of the guys in w

b. p1 = [exactly one guy] [Az. x punished z’s son]
le(Br) = w. weC

Here again, the inference predicted by (23a) is the same as CA, while it can easily be verified
that the inference predicted by (23b) is that of SA. Now, is the ambiguity predicted by DC
regarding, e.g., (22) and (23) undesirable? Not necessarily. Although the facts are at the
moment rather unclear, 7 find that ‘exactly one’ at least sometimes gives rise to universal
inferences. The important point, for my purposes was to construct a system which can derive
the inferences that Schlenker’s CA could not. But the resulting system predicts systematic
ambiguity. The evaluation of this prediction needs to be postpones until the facts are cleared
up.

Finally, let me point out that one problem still remains, having to do with ‘some but not
all’ (the same point can be made with ‘between n and m’; ‘an odd number of’, etc.).

(24) Some but not all of these ten guys punishedg,,p his son.

a. fo = Az. x punished z’s son
le(Bo) = Mw.Az. w € C A x is one of the guys in w

b. [1 = [some but not all guy] [Az. « punished 2’s son]
le(B1) = dw. we C

The problem is that since the predictions made by DC match those made by CA and SA, DC
cannot account for (24); the prediction made on the basis of (24a) is too strong while the one
made on the basis of (24b) is too weak. This is indeed the same problem that Schlenker’s
proposal (17) was faced with. To solve this problem, I'd like to submit that inferences triggered
by DC do not receive the same epistemic treatment as root as presuppositions. It is a common
assumption, following Stalnaker, that, at root, presuppositions are epistemically interpreted as
in (25).

(25) Stalnaker’s Bridge Principle. If a sentence ¢ presupposes that p, it can be felicitously
used in context C only if C entails p.

L3For a proof that the local context of the clause that is embedded under ‘unaware’ is the one given here, see
[3]. w' € pox}} iff w’ is compatible with what Mary believes in w.
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I would like to propose that DC-triggered inferences are epistemically ambiguous in the fol-
lowing sense. Intuitively, for a sentence ¢ to be acceptable in context C, (25) requires that
the presupposition of ¢ be true at every world of C. I would like to claim that DC-triggered
inferences come with the following requirement: either every world of C makes the DC-triggered
inferences true or every world of C in which the assertive content of the sentence (without the
gesture) is true makes the DC-triggered inferences true. Let me implement this idea. Let W
be the set of all possible worlds, and ¢[ag] a sentence that contains a predicate-accompanying
gesture. Construct the set C* such that (i) C* admits ¢[ac] and (ii) no super-set of C* ad-
mits ¢ag]. Then, @lac] can be felicitously used in a context C only if either C C C* or
(C{w: [glo]]}) € C*.

Let me briefly show why this move solves the problems of (24). Regarding the inference
generated by (24a) in the scope of ‘some but not all’, we now have two options as to its epistemic
treatment. Option one is that we impose the universal inference (that for each of the guys g, if
g punished his son, he did so by slapping him) on the common ground, as we have been doing
all along. This of course generates undesirable inferences regarding the guys who did not punish
their son. Option two is to require the following: every world in the Context Set which makes
the sentence ‘some but not all of these ten guys punished his son’ true, must make the inference
that for each of the guys g, if g punished his son, he did so by slapping him true as well. This
second option is a weaker imposition on the common ground than the first; for example, it is
allowed that there be a world in the context set in which all guys punished their son by pulling
his ear. What is required is that if some but not all guys punished their son, then all of them
did so by slapping him, which is of course the target inference.

5 Conclusion

Co-speech gestures have only recently been studied by formal semanticists. Ebert & Ebert
and Schlenker take a healthy attitude towards this freshly noticed phenomena: they try to
assimilate them to better known phenomena (appositives in the case of E&E, presuppositions
in the case of Schlenker) and study how they diverge. The attitude taken in this paper was
to build on the disciplined approach of Schlenker in particular and ask the following question:
what is the minimum amount of change that the cosuppositional analysis must go through, to
make it empirically adequate? The resulting system is certainly rather baroque. My hope is
that its empirical force can be used a basis to build a conceptually more elegant system.
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Abstract

In this paper, I consider a variant of the ancient Idle Argument involving so-called
“unconditionals” with interrogative wh-antecedents. This new Idle Argument provides an
ideal setting for probing the logic of these close relatives of if-conditionals, which has been
comparatively underexplored. In the course of refuting the argument, I argue that contrary
to received wisdom, many wh-conditionals are not properly speaking ‘unconditional’ in
that they do not entail their main clauses, yet modus ponens remains valid for this class
of expressions. I make these lessons formally precise in a semantic system that integrates
recent decision-theoretic approaches to deliberative modals with ideas from inquisitive
semantics. My larger aim is to challenge standard truth preservation views of logic and
deductive argumentation.

1 The New Idle Argument

In this paper, I consider a new version of one of the oldest arguments in philosophy: the
“Idle Argument” (also known as the “Lazy Argument”).! This notorious argument survives in
Cicero’s De Fato (44BCE), where it is associated with the Stoic philosopher Chrysippus, and
it also appears in Origen’s Contra Celsus (248CE) (Bobzien 2001). In the modern era, the
argument resurfaces in Dummett (1964) and is also discussed by Stalnaker (1975).

The new Idle Argument involves so-called “unconditionals” with interrogative wh-adjuncts;
it is inspired by a structurally similar argument of Charlow (ms.) involving if-conditionals.
The setting is London during WWII just as sirens sound warning of an approaching air raid.
As you deliberate about whether to cut your supper short and go take shelter, the Fatalist
(calm as ever) points out the following:

(1) If you are going to be killed in the raid, then you’re better off staying where you are
than taking precautions. (After all, if you are going to be killed, then you're going to
be killed whether or not you take precautions.)

He then continues down the other fork:

(2) On the other hand, if you aren’t going to be killed, then you’re better off staying where
you are than taking precautions. (After all, if you aren’t going to be killed in the raid,
then you aren’t going to be killed even if you neglect to take precautions.)

Putting this together, the Fatalist infers this alternative unconditional:

(3) So, whether or not you are going to be killed, you're better off staying where you are

than taking precautions.?

*Much thanks to Nate Charlow for conversations in Belgrade in Summer 2016 that led me to write this paper.
Thanks also to Lucas Champollion, Ivano Ciardelli, Haoze Li, and Kyle Rawlins for helpful discussion.

IThe “Idle/Lazy Argument” is best regarded as an umbrella term with a family of related arguments falling
in its extension. I consider only one of these here.

2Note that the corresponding indicative conditional sounds terrible:

(i) ??1If you are going to be killed or not, you are better off staying where you are than taking precautions.

This violates what Ciardelli (2016b) calls “Zaefferer’s rule”: if the alternatives for the antecedent cover the
context set, use the unconditional form; otherwise, the regular conditional form is required.
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Detaching its consequent, he concludes:
(4) So look, you are better off staying where you are than taking precautions.

Not surprisingly, you sense something amiss with this argument, and so you set off towards the
air-raid shelter. But why? What exactly is wrong with the new Idle/Lazy argument?

In §2-5, T consider several lines of response. I will be kind to the Fatalist—when ambiguity
threatens, I will grant him readings necessary to make a premise hold or an inferential step
go through. Running through the Idle Argument in this generous spirit, I want to see how
far he can get. Spoiler alert: I ultimately conclude that the Fatalist can safely reach (3),
but the final step of the argument is then problematic where he infers his conclusion (4) from
this unconditional. I sharpen this diagnosis in §6, where I flesh out the context of the Idle
Argument in more detail and present a formal semantics for iffy better off sentences that makes
the essential features of my informal diagnosis formally precise. While the new Idle Argument
reveals that many wh-conditionals do not entail their consequents, I conclude in §7 by arguing
that modus ponens is nevertheless valid for these constructions.

2 Possible Escape Routes

Moving forward more carefully now, we can observe that the argument (1)-(4) relies on two
prima facie plausible principles for unconditionals.

(5) CA for or not unconditionals Consequent entailment (CE)
If o, v If not-p, ¢ Whether or not @, ¥
Whether or not ¢, ¢ P

Anyone looking to escape the Fatalist’s conclusion must therefore respond in one of these ways:
(1) Reject one or both of the conditionals (1) and (2). I consider this option in §3.

(ii) Reject or restrict CA for or not unconditionals (this must be done only for readings of
the indicative on which premises (1) and (2) both hold). More on this in §4.

(iii) Reject or restrict CE (for any reading of the unconditional (3) on which it follows from
the Fatalist’s premises). More on this in §5.

(iv) Play around with logic form. One might argue that we do not have a genuine instance of
CA or CE on our hands.

(v) Take a desperate measure. For instance, one might deny the transitivity of entailment.
I set options (iv) and (v) aside here.

3 On the Premises

In the half-century or so since the publication of Dummett’s (1964) “Bringing About the Past”,
there has been an explosion of research on conditionals and modality. So there is now more
room than ever to debate the Fatalist’s premises. However, I'm willing to just grant the Fatalist
his premises, for a couple of reasons.

First, there is at least one natural reading of the conditionals (1) and (2) on which they are
difficult to deny. I submit that these premises have a “reflecting” reading (Cariani, Kaufmann
& Kaufmann 2013) on which they are evaluated relative to the actual or potentially available
information of some deliberating agent or agents (the natural choice: you) together with some
representation of the agent’s preferences and perhaps also a method for making decisions, and
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by the time we get around to evaluating the embedded claim of comparative betterness, the
background information state has been updated with the information that you will be killed
(in the case of (1)) or won’t be (in the case of (2)). On this reading, how can the conditionals
be rejected? In the first instance where it is provisionally taken for granted that you will be
killed, the choice between staying where you are and taking precautions is one between death
and death after cutting your dinner short and trudging outside. In the second instance, the
choice is between life and life with this bother. Either way, isn’t it clearly better to stay put?

Admittedly, there are additional readings on which (1) and (2) do not sound nearly as good
(Cariani et al.’s 2013 “non-reflecting” reading, for example). But rather than trying to argue
that one or both of these premises fail to hold on any reading, let me also point out that there are
structurally parallel arguments to the Idle Argument in §1 with fairly innocuous premises but
terrible conclusions. Arguments like Missing Cat suggest that we do well to venture downstream
from the premises of the Idle Argument and focus on its inferential steps:

Missing Cat. Grandma Rose has two orange tabbies and one gray shorthair. Grandma Pearl
has two gray shorthairs and one orange tabby. Unfortunately, one of these cats has gone missing.
Fach of the cats is as likely to have gone missing as any of the others.

(6) If Grandma Rose lost one of her cats, then it is not equally likely that an orange or a
gray cat went missing.

(7) Likewise, if Grandma Pearl lost one of her cats, then it is also not equally likely that
an orange or a gray cat went missing.

(8) So, whether it was Grandma Rose that lost one of her cats or Grandma Pearl, it is not
equally likely that an orange or a gray cat went missing.

(9) So, it is not equally likely that an orange or a gray cat went missing.

4 CA for Unconditionals

Going forward, I follow much of the literature on the semantics of questions in assuming that
interrogatives can be assigned alternative sets (Hamblin 1973; Groenendijk & Stokhof 1984;
Ciardelli et al. 2018). Crucially, I assume this holds for embedded clauses with interrogative
morphology as well—in particular, I take it that the wh-adjuncts of alternative unconditionals
contribute the same alternative sets as the corresponding root questions (Rawlins 2013; Ciardelli
2016b). For example, the antecedent of (8) introduces the two possible answers to the question
it expresses: that Rose lost a cat, and that Pearl lost a cat.

Now, a common reaction to Missing Cat is to pin the blame on the inference from (6) and
(7) to (8) using CA. These CA-rejectors seem to be evaluating the likelihood claim embedded
in the unconditional (8) against a domain where the missing cat might be any of the six cats.
This suggests the following interpretation strategy:

(10) Flattened interpretation of alternative wh-conditionals
An alternative unconditional Whether ¢ or 1, x is evaluated relative to an information
state by first adjusting this state to support the information that at least one of the
alternatives contributed by Whether ¢ or 1) holds and then evaluating x with respect
to the updated state.

In fact, alternative unconditionals are widely regarded to presuppose that one of the alternatives
for their antecedent holds (more on this in §6). With felicitous uses, the initial update step in
(10) is inert and we can evaluate Whether ¢ or 1, x simply by considering x. The upshot: if
unconditionals are interpreted along the lines of (10), then CA can fail but CE trivially holds.
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However, the Fatalist might now argue that (10) isn’t the right way to evaluate alternative
unconditionals, or at least that (10) isn’t the only way to evaluate them, and the “flattened”
reading of (3) isn’t what he had in mind regardless. Indeed, many semanticists working on
unconditionals accept this alternative treatment (Rawlins 2013; a.m.o.):

(11) Pointwise interpretation of alternative wh-conditionals
Whether ¢ or 1, x is evaluated with respect to an information state by updating it with
each of the alternatives for the antecedent in turn. If x holds in each of the subordinate
contexts induced by the different alternatives, then the unconditional holds.

So the idea is to evaluate (3) not by ‘updating’ with the tautology that you will be killed or not,
but rather by first updating with the information that you will be killed and asking whether it is
better to take precautions under this supposition, and then updating with the information that
you will not be killed and asking about the precautions. If the value of (3) turns on whether
both of these pointwise applications of the Ramsey Test pass, then (3) does seem to follow from
(1) and (2). More generally, CA seems to fall directly out of (11) (as does its converse SDA).

The Fatalist can offer empirical considerations for thinking that alternative unconditionals
are often (if not always) read pointwise. One kind of consideration is that Whether ¢ or ¢, x
is commonly used to send a stronger message than plain y in a way predicted by (11) but not
by (10), at least not straightforwardly. Compare the following:

(12) Whether Rodrigo or Brenda is making dinner, we might need to order takeout.
(13) We might need to order takeout.

Suppose the context is one in which it is taken for granted that Rodrigo or Brenda is making
dinner (so the exhaustivity presupposition of (12) is met). In uttering (12), a speaker is arguably
conveying that her current state of knowledge (or some other relevant body of information)
leaves open both Rodrigo-makes-dinner possibilities and Brenda-makes-dinner possibilities in
which disaster strikes and we need to order takeout. In contrast, one can utter (13) if Rodrigo
or Brenda is an excellent cook, so long as the other is capable of ruining groceries.

The following examples further support the existence of pointwise readings:

(14) *Whether Julia is vacationing in Venezuela or Brazil, she might be in Caracas.
(15) *Whether or not Alfonso comes to the party, if Alfonso comes, you should come.

These sound not just false but absurd. However, this is surprising if the alternatives for the
antecedents are flattened and both (14) and (15) are equivalent to their main clauses.

5 Consequent Entailment

I am suggesting that the Fatalist can get all the way to (3) by appealing to available readings
for if-conditionals and wh-conditionals. Can he cross the final gap and reach his conclusion (4)
using CE? No. This is, I think, where we should make our stand.

On what I have been calling the “reflecting” reading of (1), its value depends on what
you’re better off doing relative to information according to which you will die (together with
a set of preferences, a decision rule, or whatever other structure is needed). The value of (2)
likewise depends on information updated to support that you will survive. So, both premises
presumably hold, as does (3) when interpreted pointwise, which rises or falls together with the
conjunction of the Ramsey tests. However, the conclusion (4) presumably turns on what you're
better off doing in your original non-updated information state, where you remain ignorant
about whether you're going to killed and uncertain about what you're going to do, so this
non-conditional claim doesnt hold. More generally, betterness claims are, like likelihood claims,
highly sensitive to the information states against which they are evaluated. So CE can fail.
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To be clear, I am not calling for a blanket rejection of the CE rule for wh-conditionals on
their pointwise reading. Many (unflattened) wh-conditionals do entail their consequents:

(16) Whether it was Rose that lost one of her cats or Pearl, there’s a fireman on the way.
(17)  Whether Rodrigo or Brenda is making dinner, we're probably having pasta.

These sentences entail that there is a fireman coming and that we are probably having pasta
for dinner. Unlike the consequents that have created trouble for CE, those of (16) and (17) are
informationally ‘well-behaved’ (I sharpen the conditions under which CE is reliable in §6).

6 A Decision-Theoretic Semantics

Let us now assume that the logical forms of (1)-(4) can be represented at a suitable level
of abstraction using a formal language £ generated from a stock of atomic sentence letters
Atr, negation ‘=, conjunction ‘A’, and disjunction ‘V’ in the usual way. The language £
also includes a binary better operator ‘k’ whose arguments are restricted to basic non-modal
sentences built from the Boolean connectives, a question operator ‘?” whose single argument
also takes only sentences in this basic fragment, and a conditional operator ‘>’ whose first
argument (antecedent) is restricted to basic sentences and basic sentences preceded by ‘7’ but
whose second argument (consequent) is unrestricted. Let Sz be the set of all sentences of £.3
I interpret sentences in S, with respect to decision-theoretic structures that encode (i) an
agent’s preferences over outcomes obtainable if she acts in certain ways and certain states of the
world prevail, (i) her information about these states, and (iii) her method of choosing between
the options (see Carr 2012; Charlow 2016; Lassiter 2017 for related proposals). I call these
structures “decision states”. Their first component is a “decision problem”:
(18) Decision problems
A decision problem DP over W is a tuple (A, S, U, C') where
a. A, S CP(W) are partitions of propositions (the action set and state space)
b. U: A x S — R maps action-state pairs to real numbers (the utility function)
c. C:P(W) — R0, 1] maps propositions to the unit interval (the credence function)
(I assume C' is a probability measure over a finite space W in what follows.)

Their second component is a “decision rule” that evaluates the actions of decision problems:

(19) Decision rules
A decision rule R is a function that maps a decision problem DP to a partial order
<Rr(pp) over its action set A.

If a1 <r(pp) a2 then performing as is at least as good as performing a; according to the rule
R. For instance, rational agents might implement the following rule MaxEU:

(20) a1 <pvpaxeu(DP) @2 iff EU(a1) < EU(az), where EU(a) = 3 C(sla) x U(a, 5).4

But I don’t want to insist that Expected Utility Theory has a mcfgégpoly on rational decision
making, so I allow for other decision rules besides.

In the context of the Idle Argument, you face the dilemma of choosing between taking
shelter or staying put. Suppose that the outcome of your decision depends on whether a bomb
is dropped in your vicinity and, if so, its size. If a large bomb is dropped, you're dead either
way. If no bomb is dropped, you survive either way. But if a small bomb is dropped, then you
live iff you take cover. This DP—call it Air Raid—has the following action set/state space:

3¢K? ¢S’ and ‘P’ abbreviate “You are going to be killed’, “You stay where you are’, and ‘You take precautions’
respectively, ¢o, 1o, ... range over sentences in the basic fragment of £, and ¢, 9, ... range over all sentences.

41 work with this version of Expected Utility Theory for ease of exposition. I'm not looking to take a stand
between causal vs. evidential decision theory.
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(21) Aar = {Mws.you take precautions in w, Aws.you stay where you are in w}

(22) Sar = {\ws.large bomb in w, Awg.small bomb in w, Aws.no bomb in w}
To further fix ideas, suppose that the value of extended life is 100 utils, death is valued at -100
utils, and making efforts contributes a relatively minor loss of a single util:

(23) Uar(Mw.you take precautions in w, Aw.large bomb in w) = —101

Uar(Aw.you take precautions in w, Aw.small bomb in w) =99 etcetera.

Furthermore, suppose you have these conditional credences:

(24) Car(sla) =1/3 for each a € A and s € S.

In this case, a simple calculation establishes that the expected utility of taking precautions is
greater than that of staying where you are:

(25) V(S) <MaxEU(Ai1' Raid) V(P)
So Expected Utility Theory recommends ignoring the Fatalist.
We can now simultaneously assign support = and reject = conditions to the sentences in
S parametrized to the following structures:
(26) Decision states
A decision state d = (D Py, Rg) consists of a decision problem and decision rule.
Sentence letters are supported by decision states whose DP-parameter includes a credence
function all of whose mass is concentrated on the a-worlds in W and rejected by states whose
credal mass is spread entirely across not-a-worlds:
(27) Interpretation of atomic formulae
d ): « iff CDPd(V(Oé)) =1 d :| « iff CDPd(V(Oé)) =0
Negation flips between support and rejection (Hawke & Steinert-Threlkeld 2016):
(28) Interpretation of negation
dE-¢ if d=e d=-p iff dEe
Conjunction and disjunction are defined as follows (cf. Ciardelli et al. 2018):

(29) Interpretation of conjunction and disjunction
dEeny ff dEpanddEy dgd oAy ff dgpord=Hy
dEevy it dEpordEY dgevy ff dgpandd=y
To interpret better, we must first introduce another notion of propositional support for sentences
in S, relative to qualitative information states, modeled as sets of possible worlds. Every
decision state d determines such an information state consisting of the worlds in W assigned
nonzero probability by its component credence function:

(30) g = {w eEW: CDpd({w}) > 0}.
Propositional support is defined in terms of these states:

(31) Propositional support

Given any information state ¢ CW and ¢ € Sg, i = ¢ iff for any d s.t. i = igq, d = .
Note for example that
i=PvS iff forany dsuchthati=i4, d=PVS
(32) iff for any..., Cpp(V(P)) =1o0r Cpp(V(5)) =1
iff i CV(P)oriCV(S).5

5This is the support condition from the most basic system of inquisitive semantics, IngB (Ciardelli et al.
2018). The propositional support conditions in (31) coincide with those in IngB for basic sentences without
negation, but they can diverge for negated sentences. For instance, i |= ¢o iff ¢ = =g in our system but this
equivalence fails in IngB. The differences between the systems don’t matter for present purposes.
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As in inquisitive semantics, we next define the alternatives for ¢ € Sy to be the maximal
(qualitative) information states that support it (Ciardelli et al. 2018):

(33) alt(p) ={i CW :i = ¢ and there is no i C ¢’ s.t. ¢ = ¢}

For example, the set of alternatives for P Vv S is alt(P Vv S) = {V(P),V(5)}.
The semantics for better is defined in terms of these alternative sets:

(34) Interpretation of comparative betterness
d E % (¢0,v%0), d = % (v0,10) are defined only if alt(py), alt(vg) C App,.5 If defined,

d = % (po, o) iff for all a € alt(po) and o’ € alt(vy), o’ <g,(Dp,) a-
d = H(po,v0) iff for some a € alt(pg) and o’ € alt(vy), a <, pp,) -
To get a feel for (34), consider the following argument (Lassiter’s 2017 “Disjunctive Inference”):
(35) It is better to mail the letter than to burn it.
(36) It is better to mail the letter than to throw it in the trash.
(37) So, it is better to mail the letter than to either burn it or throw it in the trash.

Our semantics nicely predicts that this reasoning is impeccable. Translating the argument as
*(M,B), %(M,T) ... %(M,BVT), (34) implies that d supports (35) iff the set of M-worlds in
which you mail the letter and the set of B-worlds in which you burn it are both actions of DP,
and Ry recommends the former over the latter. Similarly, d supports (36) iff the set of T-worlds
in which you throw the letter away is also an action of DP; and R4 recommends mailing the
letter over discarding it. But then d must also support (37), as the alternatives for M and the
“inquisitive” B V T are all actions and the former is preferred to each of the latter actions.”
To formalize the Fatalist’s premises, we still need a semantics for ‘>’. The intuitive idea

behind my proposal is that a decision state d supports a conditional of the form ¢y > % or
7o > 1 iff every way of minimally updating DP,; with one of the alternatives for ¢ or 7¢g
delivers a decision state that supports the consequent 1 (this semantics is inspired by related
proposals in Yalcin 2007; Kolodny & MacFarlane 2010; Ciardelli 2016b; a.o.). This set of
updated states d @ @7 is determined as follows, where @7q is a sentence of the form ¢ or 7¢q:

(38) DP +i= <AD1:'7 SDP, UDP> CDP(‘Z»

Defined only if Cpp(i) > 0.

(39) d® e ={d :d = (DP;+1i,Ry) for some i € alt(p)}

With (39) in hand, conditional expressions can now be evaluated in this Ramseyian manner:

(40) Interpretation of conditional operator
d |= @20 > 1, d = w20 > 1 are defined only if d = 7 is defined and for all d’ € d@® 2,
d' =1 is defined. If defined,

dE @ > iff foralld €d® g, d =1
d= o> iff for some d € d P o, d Y

The definability condition in (40) ensures that presuppositions project out of the antecedents of

conditionals. This is important when proving various facts about the logic of wh-conditionals.
Applying (40) to premise (1) of the Idle Argument gives us:

dEK>%(S,P) iff foralld edd K, d E %(S,P)

(41) it V(P) <g,(pP, + v(x)) V(S) (assuming presuppositions met)

6We take it to be a presupposition of an action-guiding sentence of the form % (0, %0) that the alternatives
for each argument are actions of the DP against which it is evaluated. When I say that “d = ¢ is (un)defined”
or “d = ¢ is (un)defined”, what I really mean to say is that the characteristic function for the relation = or =
is (un)defined on (d, ¢). With presuppositions around, these characteristic functions are partial.

"1 assume here that valid (deductively good) inferences preserve support. More on this in a few paragraphs.
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So if we assume that

(42)  Cartv(r)(Awslarge bomb in w|Aws.precautions in w) = 1
Car+v(i)(Aws.large bomb in w| wg.stay put in w) = 1/2
Car+v(i)(Aws.small bomb in w|Aw,.stay put in w) = 1/2

this premise is supported by (Air Raid, MaxEU). Making similar assumptions, one can also
establish that premise (2) is supported by this state. The semantics thus allows us to see how
both of the Fatalist’s premises can hold with respect to a single decision state—at least when
these premises are understood “reflectively”.

How does the rest of the Idle Argument play out? To evaluate the unconditional (3), we
need to round the semantics off with an entry for ‘?’. I follow Rawlins (2013) in assuming that
the sole function of the question operator is to contribute new presuppositions to the effect that
one and only one alternative for the basic sentence it operates on holds:

(43) Interpretation of question operator
d =70, d 579 are defined only if (i) Cpp, (U alt(ypo)) = 1, and (ii) for all ¢, € alt(po)
where i # ¢/, there is no w € i N ¢’ such that Cpp,({w}) > 0.

If defined, d =2y iff d |= @ and d ={?¢y iff d 5 .8

The exhaustivity (i) and exclusivity (ii) constraints in (43) project out of the wh-adjunct of
alternative unconditionals, which thereby presuppose that exactly one alternative for their
antecedent holds. For the special case of or mot wh-conditionals, these presuppositions are
trivially satisfied. When evaluating (3), the question operator can be ignored:
(44) dEY(KV-K)>%(S,P)

iff foralld ed® (KV-K),d E %(S,P)

ifft (DP;+V(K),Rq) = %(S,P) and (DP; + W\V(K), Rq) E %(S5, P)

iff dEK >%(S,P)anddE=-K > %(S,P).
So relative to the MaxEU rule at least, the Fatalist’s use of CA doesn’t lead him astray.
However, given the earlier result (25), his conclusion (4) is rejected by (Air Raid, MaxEU).

To assess the validity of the inference rules CA or CE themselves, we still need to define

a formal notion of consequence over L. Because we are working with both support and reject
conditions, there are a number of different options. Leaving a more detailed exploration of these
options for the future, we simply require that whenever support conditions are defined for the
premises and conclusion of an argument, this argument preserves support (this is basically what
you get by crossing a decision-theoretic upgrade of Yalcin’s 2007 “informational consequence”
(see also Veltman’s 1996 ‘[=3°) with von Fintel’s 1999 “Strawson-entailment”):

(45) Strawsonian support-preserving consequence
{¢1,-»pn} E¥ iff for any decision state d such that d | ¢1,...,d = pn,d =
are defined, if d = ¢1, ...,d |= ¢p, then d = 1.

It can be shown that the general CA rule for alternative wh-conditionals is validated by (45):
(46) CA is valid. {p0 > x,%0 > x} E?(¢o V o) > x.”

However, CE isn’t unrestrictedly valid, as discussed above:

8This is another place where I diverge from inquisitive semanticists, who treat ‘?’ as a kind of projection
operator definable in terms of negation and disjunction: ?¢g := ¢g V =g (Ciardelli et al. 2018).

91t is crucial that support for the conclusion is defined; if not, CA needn’t preserve support. To see this,
consider a state d such that i3 = {w1, w2, w3}, where wy is the only A-world, ws is the only B-world, w3 is the
only C-world, and all three worlds are D-worlds. Although d = A > D andd| B > D, dE?(AVB) > D is
undefined because the exhaustivity presupposition contributed by its ‘?’-adjunct isn’t satisfied.
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(47) CE is invalid. {?(¢0 V %0) > x} % x-
As mentioned in §4, alternative wh-conditionals still entail their main clauses in a broad range
of cases. Let us call a sentence ¢ € S “coarsely distributive” iff it has the following property:
(48) Coarse distributivity
The sentence ¢ € Sg is coarsely distributive iff for any partition I = {iy,...,i,} over W
and state d, if (DPy+ i1, Rq) = ¢,..., and (DPy + in, Rq) = @, then i = .10
CE is valid so long as we restrict our attention to such sentences:

(49) CE is valid for coarsely distributive consequents.
For any coarsely distributive x, {?(¢0 V %0) > x} E x-
As also mentioned in §4, CE holds for alternative wh-unconditionals if these receive a flattened
interpretation. We can recover this reading in our system by adding a ‘flattening’ operator ‘!’
to £ that can be inserted before basic sentences and basic sentences preceded by ‘?’:!!

(50) Flattening operator
d Elp20,d =120 are defined only if d |= p7¢ is defined. If defined,

dElern it Cpp,(Ualt(p:)) =1

d=3lprg it Cpp,(Ualt(pr)) <1
If (40) is extended in the natural way to accommodate conditionals with !p-¢-antecedents, CE
holds for the flattened case:

(51) CE is valid for flattened wh-conditionals.
{17(0 V ho) > x} E x-

7 Is Modus Ponens Valid for Wh-conditionals?

To conclude, I want to say a few words about how not to conclude. Charlow (ms.) argues on
the basis of similar arguments to the Idle Argument in §1 that modus ponens (MP) is invalid.
But while the adjunct of (3) might seem tautological, it is incorrect to think we have a failure
of MP here. Crucially, the antecedent of (3) is the interrogative sentence ‘Whether or not you
are going to be killed’. More generally, MP for or not wh-conditionals takes the following form:

(52) MP for or not unconditionals

Whether or not ¢, x Whether or not ¢

(4
In fact, if we grant the Fatalist the extra premise 7(K V —K), then his argument goes through.
It can be shown that the following general MP rule for alternative wh-conditionals is valid:

(53) MP is valid. {?(¢o V1) > x, (0 V ¥o)} = X

So in particular ?(K V =K) > % (S, P), 7(K V —-K) .. %(S, P). Note, however, that all the
extended argument establishes is that a decision state that supports (3) and settles the question
of whether or not you will be killed also supports that it is better to stay where you are than
to take precautions (assuming that support is even defined; see Ciardelli 2016a for further
helpful discussion about argumentation with questions). In other words, the extended fatalistic
argument establishes only that you are better off staying put when it is known what will come
to pass—hardly a result that will lead the youth to a life of idleness.

10 Are all basic non-modal sentences coarsely distributive? No. Simple disjunctions like AV B fail to distribute.

LA similar flattening operator appears in inquisitive semantics but it is there defined in terms of double
negation: !y := =g (Ciardelli et al. 2018). This clearly won’t work in our system because—as mentioned in
n. 5 above—negations cancel each other out.
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Abstract

Constructions with an intensional verb and the negative indefinite geen in Dutch (as
well as kein in German) routinely lead to split scope readings. English no does not system-
atically give rise to such readings. Observing a number of other differences between geen
/ kein and no, we claim that there are two kinds of negative indefinites in Germanic: (i)
degree quantifiers that consist of a negative and a numeral meaning component and give
rise to split scope (Dutch geen, German kein); (ii) non-degree negative indefinites (English
no, and its counterparts in e.g. Swedish). We argue that the split scope phenomenon is
tied to degree quantifier movement and is essentially a degree phenomenon.

1 Split scope

Negative indefinites in Dutch and German are known to give rise to so-called split scope
readings — the meaning of the negative indefinite seems to be split in two pieces by another
scope-bearing element (Jacobs, 1980; Kratzer, 1995; Geurts, 1996; de Swart, 2000; Penka and
Zeijlstra, 2005; Abels and Marti, 2010; Penka, 2011), illustrated here with universal and exis-
tential modals in Dutch:

(1) Je hoeft geen stropdas te dragen.
you must-NPI GEEN tie to wear
“You do not have to wear a tie.’ ->0> 13

(2) Henk mag geen toetje eten.
you may GEEN dessert eat
‘Henk is not allowed to eat a dessert.’ ->O >3

In this paper we are concerned with the nature of split scope. The standard quantifier semantics
for negative indefinite determiners (including no, geen etc.), as in (3), does not straightforwardly
split and, as such, it does not offer a straightforward account of the splitting phenomenon.

(3) [geen] = [no] = APy AQery- PN Q = @

As we will argue, whatever analysis substitutes (3) in order to allow for split scope, it should
cover the following four observations we will make in this paper: (1) Split scope with negative
indefinites is not generally available cross-linguistically; (2) Split scope with degree expressions
is generally available cross-linguistically; (3) Split scope is constrained by a scope constraint

*Blok and Nouwen gratefully acknowledge a grant from the European Research Council under the Euro-
pean Unions Seventh Framework Programme (FP/2007-2013) / ERC Grant Agreement no. 313502. Bylinina
gratefully acknowledges a grant from the Netherlands Organisation for Scientific Research / VENI Grant no.
275-70-045. Thanks are due to Eddy Ruys for helpful comments at an earlier stage of this research.
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observed for degree expressions; (4) Negative indefinites that can modify numerals systemati-
cally allow for split scope readings. We will offer an analysis that rests on these observations,
arguing that: (i) split scope is a degree phenomenon; (ii) Dutch geen and German kein are
degree quantifiers, while English no isn’t.

Note that on our proposal, Dutch geen and German kein are not indefinite determiners,
but rather degree quantifiers. In what follows, we will nevertheless keep the descriptive label
indefinite for these expressions. The reader should bear in mind that this label carries no
theoretical commitment.

2 Properties of split scope

2.1 Split scope: Cross-linguistic limitations

Most studies of split scope with negative indefinites concern Dutch or German. Yet, split scope
is sometimes discussed for English no (Potts, 2000; von Fintel and Tatridou, 2007; Iatridou and
Sichel, 2011; Kennedy and Alrenga, 2014), usually illustrated with examples as the following:

(4) The company need fire no employees.
‘It is not the case that the co. is obligated to fire an employee.’ ->0>13

However, the phenomenon is much more restricted in English than in Dutch/German. Changing
an NPI need to a neutral have to leads to the loss of the split scope reading:

(5) The company has to fire no employees.
‘#It’s not the case that the company has to fire an employee.’ ->0>1

Similarly, a direct translation of the paradigmatic split scope example (1) into English results
in a sentence with no split scope reading. It only has a de dicto reading.

(6) At this party, you have to wear no tie.

We take this to mean that English no lacks the general scope splitting ability of Dutch geen.
This discrepancy will play a large role in our story below.

2.2 Split scope beyond negative indefinites

Apart from negative indefinites, degree expressions tend to split their scope (e.g. Hackl 2000).
Importantly, they do so to the same extent in English as in Dutch / German:

(7) Tom has to bring at most two blankets.
‘Tom does not have to bring more than two blankets’ ->0>>2

(8) They are allowed to write few letters.
‘It is not the case that they are allowed to write many letters’ - > < > many

It is important to note several things here. First, all quantifiers in these examples are degree
quantifiers. At first sight, degree quantifiers do not seem to form a natural class with geen-type
expressions (or with no, for that matter). Why this particular collection of expressions (degree
quantifiers + geen / kein) gives rise to split scope is a puzzle that our analysis will eliminate
by giving geen / kein a semantics of a degree quantifier. Finally, in contrast to the behaviour
of no that we observed in the previous subsection, split scope with English degree quantifiers
is unlimited. That is, for both English and Dutch/German, degree quantifiers always have the
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ability to split scope. The ability of negative indefinites to split scope is general for Dutch and
German and severely limited for the case of English. The analysis we will develop below deals
with this variation in a straightforward way: by treating split scope as a degree phenomenon
and analyzing geen / kein as degree quantifiers, unlike no.

This kind of analysis has immediate appeal due to the fact that split scope readings with
degree quantifiers come naturally under a relatively standard analysis of degree quantification,
which we adopt here. According to this analysis, quantifiers like at most n, fewer than n and few
are not type ({(e,t),{(e,t),t) quantifiers, rather they are type ((d,t),t) (Hackl, 2000; Nouwen,
2008, 2010; Kennedy, 2015) with the kind of meaning shown in (9) for at most two. (Also note
that under this analysis a silent MANY is needed to mediate the relation between the degree and
the noun, see Hackl 2000 and below for more details). Given this analysis, split scope readings
with degree quantifiers are straightforward cases of QR:

(9) [at most 2] = APgyy.max(P) <2
(10) [ at most 2 [ Tom has to bring at-mest-2 uany books | |
= [at most 2] (An.0 3z [*bring(T,z) & *book(z)&#x =n])
= maz({n|0 Jz[*bring(T,z) & *book(z)&#x =n]}) <2
(11) [few] = APqyy.max(P) < dg

If, as is standardly assumed, geen-type negative indefinites are not degree quantifiers, then an
analysis of the split scope readings they give rise to will have to be quite different from what is
illustrated in (10). That is, split scope will have to be essentially different in nature for degree
quantifiers on the one hand and geen / kein on the other. Naturally, that would make it harder
to explain their similar properties.

2.3 Split scope and the Heim-Kennedy generalization

We have seen modal verbs (must, need, can, may) split scope of geen-type indefinites. Are
modals the only scope-splitters? With normal intonation, geen-type indefinites do not split
scope over non-modal quantifiers. The following example from German illustrates this:

(12) Genau ein Arzt hat kein Auto.
exactly one doctor has KEIN car
#‘It’s not the case that exactly one doctor has a car’
‘Exactly one doctor has no car’

The distribution of split scope is reminiscent of the Heim-Kennedy generalization (Kennedy,
1997; Heim, 2000): degree quantifiers can scope above (at least some) intensional verbs (14),
but nominal quantifiers can never intervene between a degree quantifier and its trace (15).!

(13)*Dat - - - Qett - - - ta)
(14) Tom needs at most two blankets.
‘Tom does not need more than three blankets.’

(15) Every student has at most three books.
‘#Not every student has more than three books.’

Negative indefinites behave in a parallel fashion (example from Dutch):

1See Nouwen and Dotlacil (2017) for discussion of details as to how this constraint should be stated.
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(16) Iedere student heeft geen oplossing gevonden.
every student has GEEN solution found
#‘Not every student found a solution’

Why would split scope with geen obey a generalisation concerning degree quantifiers if it’s not a
degree quantifier?” Once more, the data suggests that the broad phenomenon of scope splitting,
including the splitting of negative indefinites, is a degree phenomenon.

2.4 Geen-type negative indefinites with numerals

We have seen above (Section 2.1) that there is a difference between geen / kein and no in that
split scope is systematic with the former and restricted with the latter:

(1) Je hoeft geen stropdas te dragen.

you must-NPI GEEN tie to wear
“You do not have to wear a tie.’ ->0>7
(17) At this party, you have to wear no tie. *~>0O> 3

We observe another difference between geen / kein and no — namely that geen / kein combine
with numerals while no generally doesn’t:

(18) Nigella heeft geen 20 taarten gebakken.
Nigella has GEEN 20 cakes baked.
‘Nigella has not baked 20 cakes.’

(19) *Nigella baked no 20 cakes.

We suggest that this difference is not accidental, both cross-linguistically and semantically. A
quick exploration of Germanic languages supports the following generalisation, which we call
the numeral modifier generalisation for negative indefinites in Germanic: whenever
a negative indefinite can modify numerals, its capacity to create split scope readings with
intensional operators is unlimited.

We found that Icelandic and Frisian pair with Dutch and German in that they have negative
indefinites (eng and gjin, respectively) which can modify numerals and which have unlimited
split scope. The Swedish negative indefinite ing is like English: it lacks a use as a numeral
modifier and does not generally give rise to split scope readings.

These differences, we believe, can help us point in the direction of an analysis of split scope
readings of geen-type indefinites and the lack of such readings with no. In short, we suggest
that geen is a degree quantifier, quite like other expressions subject to split scope. We first
spell out an analysis of ‘geen’ in combination with numerals, as in (18), and then move on to
the paradigmatic bare cases.

3 Analysis

3.1 (een with numerals

Let’s first implement the idea of geen as a degree quantifier by analysing cases like (18), where
geen combines with a numeral. Sentences like (18) are ambiguous between a lower and a doubly
bounded reading. Correspondingly, we propose that geen in construction with numerals comes
in two guises, both expressing a particular form of scalar negation:
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(20) [geen-] = AngAPgy.~maz(P) =n
(21) [geens] = AngAPgyy.~P(n)

Both these senses of geen combine with a numeral of type d (degree) and a degree predicate —
but with a somewhat different result.

(22) [N. baked geen. 20 cakes] = ~-maz{n|3z[*baked(N,z) & *cake(z) & F#x=n]} =20
(23) [N. baked geen, 20 cakes] = —=3z[*baked(N,z) & *cake(z) & #x=20]

(22) is true when the quantity of cakes that Nigella made is not twenty (it could be five or fifty
or, in fact, zero — see below). (23) is true when Nigella baked fewer than twenty cakes. These
are exactly the interpretations that are attested for (18).

These readings arise by following standard assumptions for the semantics of numerals and
degree quantification. First, we assume that the numeral has semantic type d and forms a
constituent with geen (‘geen.’ and ‘geens’) in much the same way as a numeral modifier like at
least combines with a numeral. We also assume a silent MANY, as in Hackl (2000) and much of
the subsequent literature, which occupies the position between the numeral and the noun:?

(24) [MANY] = AngAPe yAQ ey 3x[#2 =n & *P(x) & *Q(x)]

Geen 20 QRs in order to resolve a type clash (as it is of type (dt,t) rather than d), leaving
behind a trace of type d and creating the following degree predicate, with which geen 20 will
combine:

(25) [Nigella baked n MANY cakes] = Ang.3z[*baked(N, x)&*cake(z)&#x = n]

This set contains numbers such that it’s true that Nigella baked at least this number of cakes.

After geen 20 combines with (25), the meaning will depend on whether it is an ‘exactly’
(‘=") version of geen or the ‘at least’ (‘>’) version. The ‘exactly’-version of geen (‘geen.’) will
then state that the maximal element of this set of degrees is not 20. ‘At least’ geen (‘geens’)
will state that this set does not contain 20.

What about zero cakes (#x = 0)? Sentences like (18) are true in a situation when Nigella
baked nothing. To make sure our analysis predicts that, we spell out our assumptions about
the structure of the plural domain. Following (Landman, 2011; Bylinina and Nouwen, 2017)
a.0., we assume the bottom element 1 is in the denotation of pluralised predicates *P. That
is, the domain of entities contains atoms and pluralities, including the zero plurality, the entity
with cardinality 0. In other words, the domains are as illustrated in figure 1, where the atoms
are in bold.

This semantics for plurals ensures that both ‘geen. 20’ and ‘geen, 20’ are compatible with
the #x = 0 alternative being true. (It also ensures that other downward entailing modified
numerals are compatible with #z = 0, which provides extra motivation for this particular
setup. See Buccola and Spector (2016), Bylinina and Nouwen (2017) for discussion.)

Let’s now turn to split-scope environments, where geen is embedded under a modal. In such
an environment, the split scope reading is derived by geen 20 QR-ing over the modal verb in a
straightforward way:

2Note that the (e, t) arguments of MANY are pluralised. The syntactic details of this are beyond the immediate
scope of this paper, but we believe the differences between DPs like one book and two books do not reside in the
semantics of the numeral or the silent MANY; although book and books here will have different meanings for us,
as soon as they are fed as arguments to MANY these differences are gotten rid of, as pluralization is applied to
both (vacuously to the latter, non-vacuously to the former).
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Figure 1: The domain of entities

(26) Nigella hoeft geen 20 taarten te bakken.
Nigella must-NPI GEEN 20 cakes to bake
‘Nigella doesn’t have to bake 20 cakes.’

(27) [Nigella must bake geen. 20 MANY cakes] =
[geen- 20] (An.O Jz[*bake(N,z) & *cake(z) & #x =n]) =
-maz{n | 03Jz[*bake(N.,z) & *cake(z) & #x =n]} =20
(28) [Nigella must bake geen, 20 MANY cakes] =
[geens 20](An.O Jz[*bake(N,z) & *cake(z) & #x=n]) =
-0 3Jz[*bake(N.,z) & *cake & #z = 20]

The resulting readings are variants of the split-scope reading: it’s not the case that Nigella has
to bake 20 cakes. The versions differ in that with ‘geen.’, the requirement can be any number
other than 20 — higher or lower; with ‘geen,’, the requirement is lower than 20. These are
indeed the readings available for (26).

3.2 Bare geen

We propose that occurrences of geen that are not followed by a numeral, as in (29), are derived
from the numeral modifier geen by semantically incorporating the numeral ‘one’ (Dutch: één).
As before, geen gives rise to a split scope reading via degree quantifier movement above the
modal verb. The split reading is achieved with an ‘at least’ semantics of geen incorporating
‘one’:
(29) Je hoeft geen stropdas te dragen.

You must-NPI GEEN tie to wear.

“You do not have to wear a tie.

(30) [geens] = AP{ay.~P(1)

(31) [You must wear geen tie] =
[geenl](An. 0 Jz[*wear(u,z) & *tie(z) & #a =n])
= -0 Jz[*wear(u, z)&*tie(x)&#x = 1]

(31) expresses the lack of obligation to wear a tie, as desired. Potentially, we could have the
second version of geen with incorporated ‘one’, parallel to the prenumeral ‘geen.’:

(32) [geenl] = APy maz{m|P(m)} 1
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However, bare geen only has the ‘at least’ reading — that is, (29) only has (31) as a reading.
Using (32) in (31) would amount to the lack of obligation to wear exactly one tie. This reading
is not attested. Similarly, ‘T have geen book(s)’ with (32) would be a statement that is true in
a situation where I have no books or two books, or three books, etc.

We believe there is a very specific reason why bare geen does not express the quantificational
concept in (32). The reason is that ‘geenl’ denotes a discontinuous fragment of the quantity
scale: the complement of 1. This meaning, we suggest, has a disadvantage on a lexicalization
path. In particular, we appeal to convexity, or connectedness, of lexical meanings to rule out
this lexical entry (cf. Girdenfors 2004; Jager 2010; Zwarts and Géardenfors 2016). A recent
version of this idea, due to Chemla (2017), is that whenever the domain of the denotation of a
word can be seen as ordered, supporting an in-between relation, it has no gaps. Using Chemla’s
term, denotations of words are connected. A somewhat simplified version of this constraint says
that for any three objects o1, 0o and o*, if the latter is in between the first two, and o; and
02 belong to the denotation of the word, then o* also belongs to the denotation of the word.
The connectedness constraint rules out the possibility of there being a quantifier meaning ‘less
than 5 or more than 10’. Similarly, one can see this constraint as ruling out ‘geen!’: it has an
ordered domain of intervals on the quantity scale (although see Section 4). Closed intervals [0,
0] and [0, 2] have the interval [0, 1] in between (this being a consequence of 1 being in between
0 and 2). ‘Geenl’ assigns ‘True’ to [0, 0] and [0, 2] but not to [0, 1], therefore, we take ‘geenl’
to have a gapped denotation in the sense described above, and it is therefore predicted to have
a lexicalization disadvantage.

An indirect indication of this restriction comes from geen in combination with overt numeral
‘one’: geen één (‘geen one’). With normal prosody, this combination does get the discontinuous
interpretation that is unavailable for bare geen. However, when ‘one’ is deaccented and forms
a prosodic unit with geen, the ‘exactly’-interpretation becomes unavailable. This suggests that
the lexicalization process indeed avoids gapped denotations, and ‘geenl’ might be one of them.

(33) Ze heeft geen één boek gelezen, maar twee.
She has GEEN one book read but two
‘She didn’t read one book, she read two’.

(34) Ze heeft geen-één boek gelezen, #maar twee.
She has GEEN-one book read but two
‘She didn’t read one book, she read two’.

4 Extensions

Other uses of geen / kein — Extensions of our analysis cover two further uses of geen /
kein: i) combinations with mass nouns like in (35); ii) seemingly non-quantificational cases like
(36) (both examples from Dutch):

(35) Nigella heeft geen soep gemaakt.
N. has no soup made.
‘Nigella didn’t make soup’
(36) Hij is geen genie
He is GEEN genius
‘He is not a genius’

We analyze both cases by moving from a discrete cardinality scale as the domain of geen to a
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dense scale. Both examples above involve instances of ‘geeni’, but in the case of combinations
with mass nouns, ‘geenl’ makes reference not to number ‘1’ but rather to its correlate on a
dense scale — the lowest non-zero degree on the dense quantity scale (1 being its correlate on
the discrete quantity scale). (35) then states the lack of such non-zero degree that would make
the statement ‘Nigella made that much soup’ true.

In the case of (36), the domain of ‘geeni’ is again a dense domain, but not a numeric one —
instead, it consists of degrees of genius. Non-numeric ‘gcen;’ negates that the lowest non-zero
degree on the relevant scale holds of the subject. Crucially, like the cases discussed above, such
non-quantificational negative indefinites split in Dutch/German, but not in English.

(37) Jan hoeft geen genie te zijn.
Jan needs no  genius to be.
‘Jan doesn’t need to be a genius.’

(38) Jan has to be no genius. (no split reading)

We conclude that the meaning of geen / kein is more general than the discreet cardinality
meaning that we developed in Section 3 to cover the basic readings. However, the corresponding
extensions are relatively straightforward, as formulated above.

Focus sensitivity — The present account makes similar predictions to the theory of split
scope in Blok (2018). Blok argues that the unlimited ability to give rise to split scope read-
ings is a property of focus-sensitive operators. Split readings arise when these operators move
over another scope-bearing element, leaving behind their DP complement. Crosslinguistic data
provide evidence for what we might call the focus sensitivity generalization: whenever an ex-
pression is focus-sensitive, it will give rise to split scope readings across the board. This includes
expressions we consider degree expressions in this paper: at least, at most, and negative indef-
inites in Dutch, German, Frisian, and Icelandic. It excludes negative indefinites in English,
Swedish, Danish, and Norwegian. Thus, the empirical picture that ensues is very similar. In
addition, the numeral modifier generalisation mentioned in section 2.4 of this paper can be
subsumed by the focus-sensitivity generalization. As mentioned there, there is a correlation
between the ability to modify numerals and the unlimited ability to create split readings. Blok
argues that focus-sensitivity is at the root of this correlation: focus-sensitive expressions yield
split readings and are also known for their ability to modify a wide range of different types of
expressions, including numerals. One area where the present account differs from Blok (2018)
is in the predictions regarding comparative numeral modifiers such as fewer than and the Heim-
Kennedy generalization. See Blok (2018) for a discussion of these matters and for reasons why
the predictions of the two accounts may actually not be as different as they seem.

5 Discussion

We argued that split scope as observed with geen-type indefinites is essentially a degree phe-
nomenon. Our analysis of geen makes it a degree quantifier, therefore split scope items form a
natural class — degree quantifiers. English no is not a degree quantifier, as seen in its inability to
combine with numerals — unlike geen. The mechanism of split scope is that of degree quantifier
raising.

We believe that this analysis has an advantage over other existing analyses of split scope
with geen-type expressions, none of which systematically account for the discrepancy between
geen and degree quantifiers on the one hand and no on the other hand. Existing analyses
of split scope can be divided into a class of decompositional analyses and a class of higher-
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type analyses. The former treat geen as semantically and/or syntactically complex, multiple
components being spelled out as one word (Rullmann, 1995), or, alternatively, as a positive
indefinite that needs to be licensed by sentential negation (Penka and Zeijlstra, 2005; Penka,
2011). Higher-type analyses come in two flavours: quantification over properties (de Swa