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Abstract. Some grammatical properties are extremely stable across sign languages, and arise 
spontaneously in homesign systems. In particular, signers refer to objects and individuals by 
creating locations for them in signing space, and sometimes by turning or rotating to these 
locations to adopt their perspectives. Both the stability and spontaneous emergence of this 
location-based system suggest that it might be rooted in knowledge that is unlearned, and 
core to human cognition. We show that non-signers are sensitive to non-trivial constraints on 
these referential locations when they are realized in gestures (Experiments 1A and 1B), but 
also when they are realized using non-gestural means, including color, shape, and even sound 
(Experiments 2A-2D). This evidence suggests that  the sophisticated location-based 
referential system of sign languages might have a cognitive source that is not specific to the 
visual modality. This raises the question of why spoken languages do not use equivalent 
systems, which are cognitively available in the auditory modality. 

 
 

1. Introduction 
1.1. Grammatical convergence in the visual modality 
Human language exists with broadly similar abstract properties across modalities, including the spoken 
modality and the visual modality. Sign languages raise a key typological issue, namely why historically 
unrelated sign languages share numerous grammatical properties with each other, to the point that they are 
often considered a language family, even though it is one without common descent (e.g., Sandler and Lillo-
Martin 2006, Schlenker et al. 2024). The puzzle is made sharper by the observation that the communication 
systems of homesigners, i.e. deaf individuals who grow up without access to a sign language and have to 
invent a gestural system to communicate, sometimes display grammatical properties of mature sign 
languages (e.g. Goldin-Meadow 2005, Coppola et al. 2013, Abner et al. 2015).  
 
One possible answer has come from gestural research. It has long been accepted that sign languages are 
full-fledged languages with the same kind of grammar as spoken languages, and not merely gestural 
systems. But this doesn’t imply that sign languages and gestural systems cannot share certain properties. 
Goldin-Meadow and Brentari (2017) convincingly argue that 'sign with iconicity' (sign languages with all 
their iconic potential) should be compared to 'speech with gesture' rather than to speech alone. 
 
Empirically, it has been suggested that certain grammatical properties of sign languages can be adopted by 
non-signers, sometimes with little or even no prior exposure. For instance, Wilbur (2003, 2008) (and in 
subsequent work) shows that telicity, a property of verbal constructions that relates to whether the action 
or event has a natural endpoint ('telos' in Greek), is often marked in the lexical form of verbal signs. Hence, 
decide is classified as 'telic' because the action of deciding involves a natural endpoint, and its lexical sign 
involves a sharp ending in American Sign Language (ASL). By contrast, think is 'atelic', and its ASL sign 
does not involve a sharp ending. Similar mappings have been shown to exist across several sign languages 



 2 

(e.g., Croatian Sign Language, see Malaia &  Milković 2021, Milković 2011, or Austrian Sign Language, 
see Schalber 2006). Strickland et al. (2015) show that non-signers indeed associate the sharp endings of 
signs that they do not know with telic meanings. 
 
Moving beyond the level of lexical signs, Schlenker and Chemla (2018) show that non-signer English 
speakers are sensitive to a gestural version of rather subtle constraints on ASL object agreement verbs, 
whose endings target different positions depending on the object (e.g., I tell you would target the addressee 
position). In a hybrid sentence consisting of English words and a gesture replacing the verb, such as You, I 
am going to SLAP-2, the slapping gesture must target the addressee's position (represented here with -2). 
However, in a sentence with elided material such as Your brother, I am going to SLAP-a, and then you too 
I am going to SLAP-a, the slapping gesture can be directed towards a position a located, e.g., to the speaker's 
right and not towards the addressee. Strikingly, this mirrors the behavior of ASL object agreement verbs, 
whose agreement marker can be disregarded under ellipsis. In short, while English does not display object 
agreement on the verb, non-signing English speakers are nevertheless sensitive to a gestural counterpart of 
the constraints on object agreement observed in ASL. 
 
How general are these findings, and what can we learn from them? Building on previous literature, 
Schlenker (2020) discusses several properties of sign language grammar (including those discussed below) 
that may be intuitively known by non-signers in the gestural case. Such systematic preferences and 
behaviors among non-signers might make the convergence of sign language grammars less puzzling. This 
convergence could follow if the relevant knowledge is one that is unlearned, or at least well-aligned with 
certain learner biases or preferences that humans may have. The next question then would be whether this 
convergence is form-specific, or modality-specific, and if not, whether it follows from general cognitive 
biases. We address these questions by testing the analogues of key grammatical phenomena in various 
forms and in various modalities. We present these phenomena in the following section. 

1.2. Properties of interest 
We focus on two major grammatical devices by which entities (and in particular individuals) are represented 
in signing space. One way to represent an entity is to establish a position for it in signing space, a ‘locus’, 
and to point to that locus to refer back to that entity.  The other way involves a rotation on the part of the 
signer (‘Role Shift’) to signal that the signer is embodying another character. When a locus has been 
established to refer to this character, the rotation typically applies in an area corresponding to this locus. 
Both of these grammatical devices involve loci, both are constrained by rules, and both seem to be very 
common across sign languages (see e.g. Sandler and Lillo-Martin 2006 for references). The phenomena we 
will discuss now show these devices in action in sign languages, and we will subsequently test them outside 
of sign languages. For simplicity, we may at points continue to use sign language terminology, e.g., “locus”, 
even when discussing potential counterparts outside of sign languages. 
 
Simple loci. In numerous sign languages, nominal expressions can create loci in arbitrary positions for 
entities which are not present in the extra-linguistic context, and pronouns are then realized by pointing 
towards these loci. When entities are present in the extra-linguistic situation, their locus is determined by 
their actual position and, for example, one points towards the signer or addressee to realize first or second 
person pronouns. Based on these cases, loci have been argued to be the overt realization of (unpronounced) 
logical variables, whose existence has long been posited on indirect grounds for spoken languages (Lillo-
Martin and Klima, 1990). On this view, the English sentence in (1a) has two representations depending on 
whether he refers to Sarkozy (variable x) or to Obama (variable y), and similarly the French Sign Language 
(LSF) sentence in (1b) involves a pronoun (glossed as IX for 'index' or pointing) that targets the locus b or 
the locus a depending on whether it refers to Sarkozy or to Obama (here the loci b and a are introduced by 
classifiers, glossed as CL, associated with SARKOZY and OBAMA, respectively). 
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(1) a. Sarkozyx told Obamay that hex/y would win the election. 
b. SARKOZY CLb OBAMA CLa b-TELL-a {IX-b / IX-a}WILL WIN ELECTION. 
    'Sarkozy told Obama that he, {Sarkozy/Obama}, would win the election.' 
    (LSF 4, 235; Schlenker et al. 2024b, https://youtu.be/4u8GoVjvn4g)   

Dynamic loci. Loci bring even more to the table, and provide valuable indications about the nature of 
variables in natural languages. In standard (‘first-order’) logic, variables have rigid relations with 
quantifiers, constrained by structural considerations only. Such a logic is sufficient to account for the 
relation between he and its referent above. But pronouns in natural languages can enter into more permissive 
relations, as if a referent for them could be created on the fly as the discourse unfolds, and this led in the 
1980s to the development of ‘dynamic’ theories (e.g., Kamp 1981, Heim 1982). The key examples involve 
indefinites, as in (2a): hex and shey can depend on [a man]x and [a woman]y despite being in structural 
positions where this would be impossible in standard logic (technically: hex and shey are not 'in the scope 
of', or equivalently 'c-commanded by', their antecedents). Strikingly, this permissive (dynamic) relation 
between variables and indefinite antecedents is not only possible in ASL, but it is made fully transparent. 
As illustrated in the ASL example in (2b), the loci allow us to interpret the pronouns (here blocking the 
reading ‘...he wonders who himself lives with’), and loci do so independently of any structural 
considerations. 

(2) a. When [a man]x meets [a woman]y, hex wonders who shey collaborates with. 
b. WHEN [FRENCH MAN]a a,b-MEET [FRENCH MAN]b, IX-a WONDER WHO IX-b LIVE WITH. 
   ‘When a Frenchman meets a Frenchman, the former wonders who the latter lives with.’ 
   (ASL, i P1040945; Schlenker 2011) 

Attitude and Action Role Shift. In Role Shift, the signer shifts their body (and makes additional changes, 
e.g., to eyegaze, facial expression) to adopt the perspective of a person whose words or thoughts are reported 
(‘Attitude Role Shift’), or whose actions are conveyed in a particularly vivid fashion (‘Action Role Shift’). 
Importantly, in both cases, if the person is initially associated with a locus a, the signer must shift their 
body in a position corresponding to a to adopt that person's perspective. In addition, in Attitude Role Shift, 
after the signer has shifted their body, the first person pronoun (realized by a pointing sign towards the 
signer) typically denotes the person whose perspective is adopted rather than the signer themselves. 
 
Loci with Locative Shift. Despite the similarities between loci and variables, there are differences as well. 
One of them, instantiated in ASL and likely far more broadly, has been termed 'Locative Shift' (e.g. 
Schlenker 2018). In a nutshell, when an individual is asserted to be located in a physical place associated 
with a locus a, one can optionally co-opt locus a to refer to the individual rather than to the place. This is 
illustrated in (3): John is associated with locus b, a French city is associated with locus a, and one can point 
towards a to refer to John-in-the-French-city. Similarly, an American city is associated with locus c, and 
one can point to c to refer to John-in-the-American-city. Locative Shift is merely optional though: one can 
still choose to point to locus b to refer to John. 

(3) JOHN IX-b WORK [IX-a FRENCH CITY]a SAME WORK [IX-c AMERICA CITY]c.  
IX-a IX-1 1-HELP-a. IX-c IX-1 NOT 1-HELP-c. 
‘John works in a French city and also in an American city. 
 There [= in the French city] I help him. There [= in the American city] I don’t help him.’ 
(ASL, 8, 1; Schlenker 2018) 

Although a surprising property of ASL, Locative Shift is nevertheless a constrained one. First, its 
acceptability is degraded if it is denied rather than asserted that the person is at the relevant location 
(Schlenker et al. 2024a). Second, Locative Shift is degraded with first and second person pronouns (and 
possibly more generally for loci that correspond to individuals present in the extra-linguistic situation): 
pointing towards the signer or addressee appears to be non-negotiable in these cases (Schlenker 2018). 
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2. Study 1 (two experiments): Gestural loci  
We tested whether analogous versions of sign language phenomena could be spontaneously recognized by 
non-signers in gestures. Spoken sentences were pronounced by a speaker who simultaneously produced 
gestures designed to follow the use of signing space loci and role shift. 

2.1 Method 
Task. On each trial, participants either watched a video of the speaker producing the relevant gestures (Exp. 
1A) or read sentences that were accompanied by screen captures of the speaker producing the relevant 
gestures (Exp. 1B). They then had to rate the naturalness of the final gesture on a continuous slider scale 
that was labelled with the endpoints ‘Completely unnatural’ and ‘Completely natural’. Exp. 1A (containing 
video recordings of the speaker) provided a more ecological setting, while Exp. 1B (containing auto-paced 
frames) provided a simpler counterpart of the videos. See Figures 1a-c for examples of conditions in the 
format of Exp. 1B (all materials are available in the online Supplementary Materials). 
 

 
Figure 1(a). Example of the gestural “simple loci” condition, as presented in the frame-based experiment 1B. 
 

 
Figure 1(b). Example of the gestural “locative shift” condition, as presented in the frame-based experiment 1B. 
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Figure 1(c). Example of the gestural “attitude role shift” condition, as presented in the frame-based experiment 1B. 
 
Participants. A total of 100 participants were recruited through Prolific; 51 completed Exp. 1A and 49 
completed Exp. 1B. Participants were pre-screened for first language (English), previous approval rate (90-
100%), and geographic location (Canada, USA); people who had participated in pilot versions of the 
experiment were excluded. All participants provided informed consent before starting the study. 
Participants in Exp. 1A were paid £3.50 for the task (average completion time: 23m41s), while participants 
in Exp. 1B were paid £4.25 for the task (average completion time: 20m51s). In Exp. 1A, we additionally 
excluded two participants who in the post-experiment demographic survey did not report English as one of 
their native languages, and two others who completed the experiment in less than 11 minutes (the combined 
length of all videos appearing in the experiment). This left 47 participants for analysis in Exp. 1A, and all 
49 participants in Exp. 1B. 
 
Procedure. Participants completed an acceptability judgment task on Qualtrics. Participants were given 
three example items in the instructions (which involved describing an action towards a tall person: a 
congruent upwards-oriented gesture, a less congruent downwards-oriented gesture, and a neutral gesture, 
see Supplementary Materials). These three examples then appeared as the first three items of the 
experiment, before 40 experimental items presented in a completely randomized order.  
 
2.2 Results 
 
We will simultaneously present the conditions, materials, and results. Fig. 2 provides a summary of all 
results. 
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Figure 2. Average rating (expressed in percentage of the response bar filled in up to “Completely Natural”) for the 
video and frame-based presentation of gestural counterparts of various signing space phenomena. The first bar for 
each of the phenomena (grouped by color) corresponds to what is predicted to be a degraded condition, and should 
therefore be significantly lower than the subsequent bars in the group. 
 
Simple and dynamic loci. The experiment contained four paradigms similar to the one in (4) below. A first 
clause introduced two gestural “loci” using indefinites and hand gestures, one to the left (HAND-left), and 
one either to the right (HAND-right) or to the front of the speaker (HAND-front). Participants judged that 
(a), with the index finger pointing directly in front of the speaker (IX-front), was more acceptable than (b), 
in which the gestural locus for the second person was to the side rather than directly in front of the speaker 
(video: χ²(1)=125, p<.001; frames: χ²(1)=58.7, p<.001). Furthermore, (c) and (d), which introduced loci to 
the left and right and subsequently referred to them with pointing gestures, were also rated better than (b) 
(video: χ²(1)=81.2, p<.001; frames: χ²(1)=51.4, p<.001). Overall, non-signers accepted the use of loci and 
gestures pointing towards them, while recognizing the constraint on second person loci. 

(4) If ever I am able to hire HAND-left [a mathematician] … 

 (a) or HAND-front [you], I will pick IX-front. 

 (b) or HAND-right [you], I will pick IX-right. 

 (c) or HAND-right [a sociologist], I will pick IX-left.  

 (d) or HAND-right [a sociologist], I will pick IX-right.  

 
Attitude Role Shift and Action Role Shift. Participants were also sensitive to role shifts: for both 
repetitions of the paradigms below, participants gave higher ratings to the target conditions, in which there 
was a match between the gestural “locus” of the referent (e.g., HAND-left) and the Role Shift (e.g., RSleft). 
This was the case for attitude role shift (5), in which the gesture involved the referent pointing towards 
themselves (video: χ²(1)=5.35, p=0.021; frames: χ²(1)=66.2, p<.001), and for action role shift (6), in which 
the speaker mimicked the action the referent took (video: χ²(1)=99.1, p<.001; frames: χ²(1)=119, p<.001). 
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(5) I was standing next to HAND-left [little Robin] and HAND-right [little Francis], and I was holding 
a really yummy chocolate bar. And I asked: Who wants it? And so of course: 

 Target:  HAND-left [little Robin] goes: RSleft IX-self.  

 Control:HAND-left [little Robin] goes: RSright IX-self.  

 Target:  HAND-right [little Francis] goes: RSright IX-self. 

 Control:HAND-right [little Francis] goes: RSleft IX-self. 

(6) I was standing next to HAND-left [little Robin] and HAND-right [little Francis], and the situation 
between them seemed to be very tense. Suddenly,  

 Target:  HAND-left [little Robin] goes: RSleft SLAP-right.  

 Control:HAND-left [little Robin] goes: RSright SLAP-left.  

 Target:  HAND-right [little Francis] goes: RSright PUNCH-left. 

Control:HAND-right [little Francis] goes: RSleft PUNCH-right. 

 
Locative Shift. Using two repetitions of the paradigm illustrated in (7) below, we tested the acceptability 
of locative shift in cases where it was motivated (7a) compared to when it was unmotivated due to negation 
(7b). We compared these attempted locative shifts to examples without any shifts, as in (7c) and (7d). 
Participants judged Locative Shift to be less acceptable when it was unmotivated. We fit mixed effect linear 
regression models with Shift (Shift vs. No shift), Motivation (negation vs. no negation), and their interaction 
as fixed effects, and random by-participant intercepts. A comparison of the model with one without the 
interaction term revealed that Shift interacted significantly with Motivation for the video presentation 
(video: χ²(1)=12, p<.001): the cost of shifting was greater when the Locative Shift was unmotivated, 
compared to when it was motivated. This interaction was not significant for the frame-based experiment 
(frames: χ²(1)=3.05, p=0.081). 

(7) John and Mary are my best employees. As you know, John HAND-bottomleft is in New York and 
Mary HAND-bottomright is in L.A. As requested, I’m not gonna transfer John HAND-bottomleft to 
London HAND-topleft, but I am gonna transfer Mary HAND-bottomright to Paris HAND-topright. 
And if the international expansion fails, you know who I’ll fire first?  

 (a) IX-topright   shift, no negation   

 (b) IX-topleft  shift, negation 

 (c) IX-bottomright no shift, no negation 

 (d) IX-bottomleft no shift, negation 

 
Using two repetitions of a similar paradigm (8), we also observed a statistically significant interaction 
between Shifting and Person, with Locative Shift being costlier for 2nd person referents compared to 3rd 
person referents (video: χ²(1)=31.8, p<.001; frames: χ²(1)=23.2, p<.001). In this case, the lack of motivation 
for the shifting was not due to the negation, but to the 2nd person referent. 

(8) You and John are my best employees. As you know, John HAND-bottomleft is in New York and 
you HAND-front are in L.A. As requested, I’m gonna transfer John HAND-bottomleft to London 
HAND-topleft, and I’m gonna transfer you HAND-front to Paris HAND-topright. And if the 
international expansion fails, you know who I’ll fire first?  

 (a) IX-topleft   shift, 3rd person   

 (b) IX-topright  shift, 2nd person 

 (c) IX-bottomleft no shift, 3rd person 

 (d) IX-front  no shift, 2nd person 

2.3 Discussion 
The results of Exp. 1A and 1B suggest that non-signers know certain constraints on loci when these are 
realized in gestural “loci”. The target constructions are fairly common in sign language, but are likely quite 
rare in gestures. If this is the case, the findings suggest that participants are accessing unlearned knowledge. 
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In a second study, we investigated whether the same constraints would extend to even less familiar stimuli 
by testing loci that were realized using perceptual properties other than location. 

3. Study 2  (4 experiments): Abstract “loci” across 
perceptual dimensions 
The hypothesis that people are tapping into ‘unlearned knowledge’ opens the door to two broad 
possibilities. One is that non-signers’ linguistic knowledge includes dedicated rules for the visual modality, 
perhaps even governing the specific use of locations as loci. Another possibility is that more general 
cognitive rules (not tied to a specific visual realization) drive their behavior.1 The latter, but not the former, 
predicts that similar rules could drive the behavior of abstract “loci” that involve different visual realizations 
or even auditory ones. In Study 2, we tested this possibility through four entirely parallel experiments that 
used different cues for such versions of “loci”: position (the most conservative one), shape and color (which 
cannot be realized with signs or gestures), and sound. (Beyond these abstract cases, see Patel-Grosz et al. 
2019, 2022, for a related investigation of loci-like objects in dance; see Schlenker 2022 and Migotti 
Ramponi 2023 for arguments that ‘musical variables’ could exist.) 

3.1 Methods 
The preregistration for this study can be found at: 
https://osf.io/mdc4r/?view_only=e42978fcec6749bdbe5f3d8d0ec7bb3e. More details about the statistics, 
methods, and materials can be found in the Supplementary Materials below and online at: 
https://osf.io/m4dxp/?view_only=66dc7157127d432c8b5d55bb8c55b2fa.  
 
Participants. We recruited 240 participants through Prolific, pre-screened for first language (English) and 
vision (normal or corrected-to-normal vision), as well as participation in previous studies (no prior 
participation). We received 242 responses, due to some responses timing out in the Prolific system. We 
then excluded three participants who did not report English as one of their native languages in the post-
experiment demographic survey (see R analysis script in the Supplementary Materials, R Core Team 2021). 
Included in the final data analysis were 59 participants in the Audio experiment, 61 in the Color experiment, 
59 in the Position experiment, and 60 in the Shape experiment. Participants in each task were paid £2.50 
(average completion time: 13m18s). All participants provided informed consent before starting the study. 
 
Procedure. Through a Qualtrics survey, participants completed one training trial (which corresponded to 
the example item from the instructions), followed by 30 experimental trials presented in a randomized 
order. On each trial, participants watched a video unfold, with two possible endings presented side by side 
(i.e. with two competing sounds, two visual objects of different colors, in different positions, or of different 
shapes). The task was a binary forced choice task in which participants had to indicate their choice of the 
better ending (Which version do you prefer?). 
 
Materials. Each participant completed only one of the four experiments, so they only saw one of the four 
perceptual dimensions. Each version of the experiment tested four phenomena: dynamic “loci” (3 
repetitions, for a total of 6 trials), action role shift, (3 repetitions, for a total of 6 trials), attitude role shift (3 
repetitions, for a total of 6 trials), and locative shift (4 repetitions of two tests, for a total of 16 trials - only 
the first test is presented in the main text). All stimuli creation was automated using a Python script: a single 
file contained the sentences with indications for loci and frame separations (see online Supplementary 

 
1 In terms of the models discussed by Cohn and Schilperoord (2024), on the first hypothesis, sign languages and 
gestures would be able to make use of special affordances of the visual modality, whereas the second hypothesis would 
be more amodal. 
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Materials), and from there a frame-by-frame version of each stimulus was created for each of the four 
dimensions of interest. 
 
The stimuli were constructed from an abstract code, an example of which is given for each phenomenon in 
(9). This led to frame-by-frame videos, which we have represented using screen captures in Figure 3. For 
more details, see the Appendix and online Supplementary Materials.  
 
In a nutshell, the “/” separates frames, and the first number between a set of brackets encodes the locus to 
be realized (subsequent information such as “:.2” indicates a 200ms delay between the display of the text 
and that of the locus-like information). In the final frame, the code indicates two numbers in that position, 
separated by a dash, specifying which two loci should be contrasted for the response choices. For the three 
visual dimensions, this led to a frame with two simultaneous subframes side-by-side showing the relevant 
loci; for the audio modality, the two subframes were also represented on each side, but one after the other 
so that the relevant sounds could be heard and associated with each response side.  
 
Contrasts. In the Dynamic loci conditions, the contrast was, for a given noun, between a congruent and an 
incongruent locus that had previously been introduced. For Action role shift and Attitude role shift 
conditions, the contrast was between an action (e.g., an image of an explosion) and an attitude (e.g., the text 
“me!”), respectively, presented at a particular position (location), embedded within a particular shape 
(shape modality), within a particular color patch (color modality), or contingent with a specific sound (audio 
modality). For the Locative shift condition, the contrast was between the “shift, no negation” and the “shift, 
negation” conditions from before, where the shift was expected to only be appropriate in the latter case.  
 

(9) a. Dynamic loci (3 versions):  
If ever I can afford to hire/a lawyer[1:.1]/or a mathematician,[2:.3]/I will choose/the lawyer.[1-2:.1] 

b. Action role shift (3 versions):  
I was watching/Tom[1:.1]/and Jerry.[2:.3]/They were really upset./Suddenly,/Tom went:/[1-
2:.1:kaboom] 

c. Attitude role shift (3 versions):  
I was standing next to/Jane[1:.1]/and Billy.[2:.3]/I asked:/Who wants my candy?/Jane goes:/me![1-
2:.1] 

d. Locative shift (4 versions):2 
Next week,/John[10:.1]/will go to/<keep>France.[11:.1]/But Mary[20:.3]/will NOT go 
to/<keep>Denmark.[21:.1]/Who will get more work done?/[11-21:.1] 

 
Perceptual dimensions. For position, the different “loci” were represented with black circles at different 
points on the screen. For shape and color, the different “loci” were represented by an element in the middle 
of the screen, which varied in shape and color, respectively. For audio, the “loci” corresponded to two 
distinct sounds. Some representative examples are given in Figure 2; all materials can be found in the online 
Supplementary Materials.  

 
2 A second test was used for these, looking at a full paradigm with four examples as in Study 1 (that is, including and 
comparing not only the shifted reference, whether motivated or not motivated, but also their corresponding unshifted 
versions as a baseline). It yielded similar results (for details, see the Appendix). 
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Figure 3. Representation of a test trial in Study 2 for (A) the shape modality and (B) the audio modality. Successive 
screens unfolded automatically, up until a contrast for which participants were asked to report their preference. The 
contrast was presented on one screen for the visual modalities (left) and on two successive screens for the audio 
modality (to avoid superposition of the sounds and clear assignment of the left/right response choices). 

3.2  Results 
The results appear in Fig. 4. The plots display the percentage of ‘matching’ responses, corresponding to 
selections of the “locus” that matched the target referent in form (position, shape, color or audio). The 
results from the four dimensions were quite similar, with participants favoring congruent responses for the 
Dynamic loci, Attitude role shift, and Action role shift conditions (all z’s > 2.95, p’s <.0031) – but not for 
the Locative shift condition (with in fact negative z’s, although p-values were all above 0.16).3 
 

 
Figure 4. Percentage of matching responses for the conditions Dynamic loci, Attitude role shift, Action role 
shift, and Locative shift  (all realized in non-gestural modalities). In all modalities, participants showed 
sensitivity to all phenomena except for Locative shift. 

4. Discussion and conclusion 

Our results suggest that, for three of our four target phenomena (locus-matching rules for dynamic loci, 
attitude role shift, and action role shift), participants are sensitive to abstract rules evidenced in sign 
language and in gestures, even when these are applied to stimuli that have a very different visual form – 
using shape and color rather than position, and even a non-visual form, in the case of the auditory stimuli. 

 
3 We report results from models with only by-participant intercepts as a random structure, as in the pre-registration 
script. We noted that we would run the models with the maximal random structure that would converge. All versions 
yielded qualitatively similar results. 
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In other words, the spontaneous preferences that participants display in our tasks, tested across modalities, 
are aligned with features that are well conventionalized in sign languages. Although innocent looking, such 
preferences could potentially tell us about the kinds of interpretive and learning biases that humans may 
have, even in the absence of previous  exposure to sign languages. These biases might even be at play in 
the absence of any sort of relevant exposure at all, since many of the stimuli types we tested are certainly 
absent from the participants’ input, gestural or otherwise. This finding thus strengthens the hypothesis that 
participants here are tapping into unlearned knowledge (or natural preferences, if one prefers a graded 
version of the notion), and moreover that this unlearned knowledge is domain-general, or at least modality 
agnostic.  
 
Turning to our fourth target phenomenon, locative shift, participants’ intuitive knowledge of the rule in the 
gestural case fails to generalize to the other stimulus types. One possible explanation is that locative shift 
involves visual iconicity, in the sense that one needs to pictorially represent an individual as being in a 
location in order to co-opt the locus for that location to refer to the individual. But if this is so, it is a bit 
surprising that our most conservative non-gestural stimuli, which involve positions on a screen rather than 
in gestural space, fail to display the effect. As with all null results, sharper materials and more sensitive 
tasks could reveal the presence of this more subtle effect, and a key question then would be to see if the 
phenomenon surfaces similarly in every dimension tested. 
 
While our studies probed the origin of aspects of sign language grammars, our results raise a question for 
spoken languages, namely why they do not make use of auditory loci, given that they could be understood 
spontaneously. One can speculate that there are nonetheless comprehension constraints, e.g., some that 
make it hard to keep track of many sounds. But in practice sign language only makes use of a small number 
of loci in any given sentence, and a system could be imagined where one would pronounce loci related 
pronouns as “locus-one”, “locus-two”, etc. An alternative approach is to say that agreement markers 
sometimes serve that purpose. In fact, in example (2a), gender on he and she plays the role of loci in 
disambiguating referents. But even in languages with a more general gender system as in Romance 
languages, the situation is much more impoverished than in sign languages (it is not possible to flexibly 
assign a gender or another agreement feature to a referent so as to later be able to pick it up with a 
corresponding pronoun, see Kuhn 2016 for an analysis of ASL loci as agreement markers, which explicitly 
points to departures from standard properties of agreement in spoken languages). In our view, there is thus 
no satisfying answer yet to the absence of loci in spoken languages. 
 
In sum, on the basis of little or no prior input, non-signers spontaneously adhere to several non-trivial 
constraints on sign language loci when these are realized in gestures. This suggests that sign language 
constraints on loci are in part based on such preferences, and potentially rooted in unlearned knowledge. 
Strikingly, non-signers can also uncover most of these constraints when they are realized through very 
different perceptual properties such as color, shape, and sound. This unlearned knowledge is therefore not 
restricted to the visual modality of sign languages, and might therefore have deeper cognitive roots that 
spoken languages do not capitalize on.  
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Supplementary Materials 
All experimental materials and analysis files can be found in the following online repository: 
https://osf.io/m4dxp/?view_only=66dc7157127d432c8b5d55bb8c55b2fa.  

A. Details for Study 1 and Study 2 
Details. All materials, code, and analyses can be found online at:  
https://osf.io/m4dxp/?view_only=66dc7157127d432c8b5d55bb8c55b2fa 
 
Procedure. In all of the reported experiments across the two studies, participants first saw a consent form, 
followed by the instructions. Instructions contained examples unrelated to the target phenomena but 
covering the range of possible responses. These examples from the instructions re-appeared as the first 
items in the experiments. They were then followed by all experimental items presented in random order. 
 
Statistical analyses. Following Vasishth (2021), we fit all the data of all target items in each experiment 
with a single mixed-effect model. We report the result of an ANOVA (χ²-test) between this model and one 
in which the relevant distinction is dropped (for simple two-way comparison, collapsing the two relevant 
levels, for statistical interactions, dropping the interaction term). Models reported in the main text have a 
very simple random structure with an intercept for participants. More complex random structures yielded 
occasional singular fits (specially when per item random effects were included, certainly due to the low 
number of repetitions within each condition), but results were qualitatively similar in terms of inferred 
significance. All analyses were formally registered online for Study 2, and an entirely similar scheme was 
followed for Study 1. We used R packages ggplot2 (Wickham, 2016), lme4 (Bates et al. 2015) and dplyr 
(Wickham, 2023). All files required to run and replicate the analyses can be found here: 
https://osf.io/m4dxp/?view_only=66dc7157127d432c8b5d55bb8c55b2fa 

B. Second locative shift test for Study 2 
The possibility of locative shift was tested in two ways in Study 2. As described in the main text, one 
condition as exemplified again below, tested whether participants would prefer to refer to John with 11, the 
“locus” corresponding to France, or would prefer to refer to Mary with 21, the “locus” corresponding to 
Denmark. Because of the negation (“Mary will NOT go to Denmark”), we expected that there would be a 
preference for the former. These results are reported in the main text; participants’ preferences were not 
significantly different from chance. We also included in the experiment items testing contrasts with baseline 
conditions (no shift). Specifically, we had items contrasting direct reference to John versus to Paris (10 vs. 
11), and items contrasting direct reference to Mary versus to Denmark (20 vs. 21). We expected that the 
choice would be more neutral in the former case, while negation would make the direct reference to Mary 
preferable to reference to Denmark. We tested this by comparing the responses to the two conditions (and 
not only to chance level, as for all other tests in this study) and found no significant difference, except 
marginally in the case of shape but this would not take into account multiple comparisons (audio: χ²(1) = 
1.91, p = 0.17; color: χ²(1) = 0.678, p = 0.41; position: χ²(1) = 0.0903, p = 0.76; shape: χ²(1) = 3.91, p = 
0.048). 
 

Next week, / John[10:.1] / will go to /<keep> France.[11:.1] / But Mary[20:.3] / will NOT go to 
/<keep> Denmark.[21:.1] / Who will get more work done? / [11-21:.1] 

 
 
 
 
 
 


